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Lecture No.1

‘Course Objective:

l.Bxpress-statementS with the precision of formal logic
2.Analyze arguments to test their validity
3.Apply the basic properties and operations related to sets

4.Apply to sets the basic properties and operations related to

5.Define terms recursively

6.Prove a formula using mathematical induction
7 Prove statements using direct and indirect methods

- 1L.Recommended Books:

. 8.Compute probability of simple and conditional events
9 Identify and use the formulas of combinatorics in different
10.IMlustrate the basic definitions of graph theory and propert
11.Relate each major topic in Discrete Mathematics to an ap

Logic

1

problems
es of graphs

plication area in computing

relations and functions

g o |
1 Discrete Mathematics with Applications (second edition) b.{( Susanna S. Epp
2 Discretz Mathematics and Its Applications (fourth edition) by Kenneth H. Rosen
1.Discreic Mathematics by Ross and Wright

MAIN TOPICS:

1. Logic
2. Sets & Operations on sets

3. Relations & Their Properties

4, Functions
5. Sequences & Series

6. Recurrence Relations

7. Mathematical Induction

- 8. Loop Invariants

9. Loop Inyariants

- 10. Combinatorics

11. Probability .
12. Graphs and Trees
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Set of Integers:

3 -2 -1 0 1 2

et of Real bers:

S -1 0 1 i 3

What is Discrete Mathematics?

Discrete Mathematics concems processes that consist of a sequence of individual steps.

GIC:

Logic is the study of the principles and methods that distinguish between a
valid and an invalid argument. ;

SIMPLE STATEMENT:
A statement is a declarative sentence that is either true or false but not both.

A statement is also referred to as a proposition

EXAMPLES:

a, 2#2=4’
b. ‘It is Sunday today

If a proposition is true, we 'say that it has a truth value of "true”.

If a proposition is false, itsftruth value is "false". .
The truth values “true” and “false” are, respectively, denoted by the letters Tand F.
i

E LES: |
EXAMPLES: | Not Propositions

iti _;
1) g:fsoissl gl;:es;z. ." 1) Close the door. ; :
2) 4+2=6 ! 2) xis greater than 2.

3) Heis very rich

4) There are four fingers in a hand.

H

i
3) 4+2=7 ;

I

Rule: | ,
If the sentence is preceded by other sentences that make the pronpun or variable reference

clear, then the sentence is a statement.

Example

|
Example: |
=1 j Bill Gates is an American
x>2 | He is very rich
“x>72" is a statement with truth-value “He is very rich” is a statement with truth-
FALSE. ! value TRUE.
|
|
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1-Logic

UNDERSTANDING STATEMENTS

1) x+ 2is positive.

2) May I come in?

3) Logic is interesting. A statement

4) Itis hot today.

Not a statement
Not a statement

A statement

5) -1>0 A statement
6) x+y=12 Not a statement |
COMPOUND STATEMENT:

Simple statements could be used to build a compound statement

LOGICAL CONNECTIVES
. EXAMPLES: -

1. “3+2=>5"and “Lahore is a city in Pakistan”
2. “The grass is green” or “ It is hot today™
3. “Discrete Mathematics is not difficult to me”

AND, OR, NOT are called LOGICAL CONNECTIVES. |

SYMBOLIC REPRESENTATION : t

Statements are symbolically represented by letters such as p, q, -

EXAMPLES:

p = “Islamabad is the capital of Pakistan”
g = “17 is divisible by 3"

Negation not o~ '-iTnde
| ~
Conjunction and A Hat
Digjunction or v Lf el

l
Conditional if...then... - lBLTI'O\V

1
Biconditional if and only if « Double arrow

1
!
1
'
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EXAMPLES

p = “Islamabad is the capital of Pakistan”

g ="17 is divisible by 3"
P A g ="Islamabad is the ¢
P v g="Islamabad is the ¢
~p = “It is not the case that
or simply “Islamabad is ng

apital of Pakistan and 17 is divisible by 3"
apital of Pakistan or 17 is divisible by 3"
Islamabad is the capital of Pakistan” .
Ot the capital of Pakistan” - -

TRANSLATING FROM ENGLISH TO SYMBOLS

Let p="Itis hot”, and q =

SENTENCE

1.1t is not hot.

2.It is hot and sunny.
3.1t is hot or sunny.

4.1t is not hot but sunny.

5.1t is neither hot nor sunny.

EXAMPLE

Let  h="Ziais healthy’
w = “Zia is wealthy
s =*“Zia is wise”

Translate the compound statements to symbolic form:
1) Ziais healthy and “Irealthy but not wise.
2) Zia is not wealthy but he is healthy and wise.

3) Zia is neither health

“It is sunny”

w

SYMBOLIC FORM
g
PAq
pva
~pAq
—~ p A~ q

INAM PHOTO STATE
fwzar Department of Food
griance & Technology

(hAW)A(~S)
~wna(hAas)

y, wealthy nor wise. ~hAa~wA~s

TRANSLATING FR(_?M SYMBOLS TO ENGLISH:

[

Let m=“Aliis goodin
¢ = “Ali is a Compu

Translate the following stal

1) ~c Alii

Mathematics”
iter Science student”

ement forms into plain English:

s not a Computer Science student

2) cvm Alii
3) ma~c

A convenient method for a
table for it,

Truth Table
A truth table specifies the
possible truth values of its

s a Computer Science student or good in Maths.
Ali is good in Maths but not a Computer Science student

nalyzing a compound statement is to make a truth

truth value of a compound proposition for all
constituent propositions.

i
|

© Copyright Virtual University of Pakistan
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" 'NEGATION (~): !

If p is a statement variable, then negation of p, “not p”, is de&'noted as “~p”

It has opposite truth value from p i.e., if p is true, then ~ p is false; if p is false, then ~p is
true.

TRUTH TABLE FOR ~

e s |

CONJUNCTION (A):
If p and ¢ are statements, then the conjunction of pand ¢ is “p and q”, denoted as

\ ?Aq”.

Remarks
o pAgq is true only when both p and q are true. 1
o Ifeither p or q s false, or both are false, then p A ¢ is false.

1

s e ——

TRUTH TABLE FOR p A i

p i
2
F
F

ol A
o | |

DISJUNCTION (V) or INCLUSIVE OR

Pva”

Remarks:
o pV qistrue when at least one of p or  is true.

4
g
|
l
|
l
1
If p & q are statements, then the disjunction ofpand gis “p l{vr q”, denoted as
|
o pvVqisfalse oply when both p and q are false. \

© Copyright Virtual University of Pa.k:_istan
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TRUTH TABLE FOR p V

T] T
Tl ¥ i
F f | T
F F ¥

Note it that in the table F is
values are T. Thus for findi
~ we will only first search ou

the corresponding row in th
column of pv q.

Remark:
Note that for Con
statements, But in disjuncti

s only in that row where both p and g have F and all other

ng out the truth values for the disjunction of two staternents

t where the both statements are false and write dovb:n the.F in
¢ column of p v q and in all other rows we will write T in the

junction of two statements we find the T in both the -
on we find F in both the statements. In other words, we will "

fill T in the first row of conjunction and F in the last row of disjunction.

SUMMARY

1. What is a statement?

?

2. How a compound statement is formed.

3. Logical connective

e

4. How to construct a|

3 (negation, conjunction, disjunction).

&ruth table for a statement form.

i
|
|
|
!
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; " 2-Truth Tables C - i vu
) Lecture No.2 Truth Tables
!
' t - " Truth Tables for:
1, ~pA q
2. ~pa(gv~r)
3. (pve) A~(pAQ)
Truth table for the statement form ~p A q : i
| T |T|F| F
: T F B F |
_ F{T] T T '
: F F i F
Truth table for ~p A(qv~1) \
sl TRl T F
: il 21T T F F
TP T F F F F
TIEIFE | T e F F
F|T|T|F 55 iy T
FIT|F|T i T s 4
F|F| T |F - F i F
A F|F|F | T T T 4
L Pl pya) A~ (PAG)
T T T T F F
B 3 B3 N T =1
F ! i y b F i T
: E “H F 1 F F o F
~ © Copyright Virtual University of Pakiistan
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U AGEO “* R”]NE (

In English language the word OR is sometimes us

both).

LI

Example: I shall buy a pen or a book.

In the above statement, if yo

u buy a pen or a book in both cases the statement 1

. . I 4 or : ;
ed in an inclusive sense (p or 4 o e :

s true and

: : y i ove
if you buy both pen and bohk, then statement is again true. Thus we say in the ab |
statement we use or in incljisive sense.

‘ . Asinthe
The word OR is sometimes used in an exclusive sense (p or q but not both). A

below statement

Example: Tomorrow at 9, I'll be in Lahore or Islamabad.

Now in above statement we

) i e
> are using OR in exclusive sense because if both th

Statements are true, then we have F for the statement.

While defining a disjunctid

symbol v means the “inclusive.OR”

EXCILUSIVE OR:

g o ‘the
n the word OR is used in its inclusive sense. Therefore, th

i " 1, Ll but not
When OR is used in its ex¢lusive sense, The statement “p or ¢ means “p or g but

both” or “p or q and not p

It is abbreviated asp @ q or p XQR q

TRUTH TABLE FOR EXCLUSIVE OR:

ind q” which translates into symbols as (p v @) A~ PAD

University of Pakistan

P 5 >
) F 5 :
|
; - -
TRUTH TABLE FOR (pv@) A~ (P A d)
T ; - " 9.
F T T | . . 7
F F F | L - :
|
|
| _ 10
—_ © Copyright Virtual

-
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2-Truth Tables

Note: Basically
P®g=(pA~qVv(~pAaq)
=2 [pa~9v~plallpA~q)vq]
= vea~(pPaq
=@ voA(~pv~9q)

LOGICAL EQUIVALENCE
If two logical expressions have the same logical values in the

1 truth table, then we say that

the two logical expressions are logically equivalent. In the following example, ~ (~p ) is

logically equivalent p. So it is written as ~(~p) = p

Double Negative Property ~(~p) = p

p ~p ~(~p)=_
T 2Rl T
F ) 4 F

3 . 'Y

B

Rewrite in a simpler form:
“It is not true that I am not happy.”

Let p="I am happy”
then ~ p = “I am not happy”
and ~ (~ p) = “Itis not true that [ am not happy

Siace ~(~p)=p
Hence the given statement is equivalent to “I am happy

-

' Example : .
Show that ~ (pAq) and ~ p A ~ q are not logically equivalenlt
Solution: ' B
p| a|~p|~a| praa | ~0Ad) | ~PATq
T|T|F|F | T F Bl
T|F| F T F T F
F{T| T|F | F T F
FI1F1 T i i F T
&

Different truth values in row 2 and row 3

|
i

|

11

© Copyright Virtual University of Pakistan

Scanned with CamScanner


https://v3.camscanner.com/user/download

2-Truth Tables

DE MORGAN’S LAWS

1) The negation of an ANl’ statement is logically equivalent to the OR statement in

which each component is n

2) The negation of an OR

gated

tatement is logically equivalent to the AND statement in

Symbop:ally ~(pAQ)=~pv~q

which each component is negated.

Symbo

jcally ~(pvqQ)=~pAa~q

Truth Table of ~(pvq)=+pAa~q

P 9 “_ .0 pva ~(p v a) ~p A~4
T | T F 3 T F F
2 F F iy T F F
3 4 i K 1 F F
E-1 F {7 1.1 F T T
'y r
Same truth values
APPLICATION: '
Give negations for each of the following statements:
a) The fan is slow or it is very hot.

b) Akram is unfit and

Solution:
a) The fan is not slow

b) Akram is not unfit ¢

INEQUALITIES AND D]

Saleem is injured.

and it is not very hot.
or Saleem is not injured.

EMORGAN’S LAWS:

Use DeMorgan’s Laws to v
-1 <xl<

Here, -1 <x <4 means x >|

yrite the negation of -
<4 for some particular real number x

-landx<4

The negation of (x>-1andx<4) is (x<-10R x>4).

' We can explain it as follows:

Suppose p: x>-l
q: x<4
~p:xs-1
~q:x>4

The negationof x>-1A

ND x <4

= ~(pard)

12
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2-Truth Tables
& =p.Vag by DeMorgan’s Law, i
= x<-10R x>4

EXERCISE: ,

1L Showthat(pAQ AT=EPA(QAT)
2. Are the statements (pAq)vrand pA(qvr) logicall

TAUTOLOGY: ;

A tautology is a statement form that is always true regardles
statement variables. A tautology is represented by the symbd

y equivalent?

s of the truth values of the
l ‘lt‘l-

EXAMPLE: The statement form p v ~ p is tautology

P ~p pv~p
T F T
F iy T
pv~pst
CONTRADICTION: ;
dless of the truth values of

A contradiction is a statement form that is always false regar;

the statement variables. A contradiction is represented by the symbol “c”.

So if we have to prove that a given statement form is CONT’RADICTION, we will make
the truth table for the statement form and if in the column of the given statement form all
the entries are F, then we say that statement form is contradiction.

EXAMPLE:

The statement form p A ~ p is a contradiction.
P =P pA~p
F 5
F T F

Since in the last column in the truth table we have F in all the entries, so it is a

contradiction i.e. pA~p=c

REMARKS: ' : 1
— Most statements are neither tautologies nor coFtradictions.

— The negation of a tautology is a contradiction and vice versa.
In common usage we sometimes say that two Statement are contradictory.

1:,By this we mean that their conjunction is a contradiction: they cannot both
. be true.

i
i

. 13 i
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LOGICAL EQUIVALENCE INVOLVING TAUTOLOGY

L. Showthatpatap

P t DAt
T .
_F O ¢ S

Since in the abpve table the entries in the first and last columns are identical so we have
the corr esponding statement forms are Logically equivalent that is
PAt=s p o .

LOGICAL EQUIVALENCE INVOLVING CONT ICTION

Showtha; PAc=c

¢ pAac
F F
F F X

There are same truth values|in the indicated columns, so pPAC=c

EXERCISE: ;1 E

Use truth table to show that;'( PAQ)V(~pVv(pA~q))isatautology.
I i

SOLUTION: A _
Since we have {Lo show that the given statement form is Tautolo gy, so the

column of the above propos‘;ition in the truth table will have all entries as T. As clear from
the table below i '

P L afprg ] P i~a] pa~q ~pV (p A~q) PAQV
L | CpVv(pA~q)
T T T |F | F F F T
T | F F [F | T T T T
F T F iiT F F T T
F | F F [T T F T T
|

Hence (pAq)V(~pV(p;Jf\~q))et

EXERCISE: '
- Use truth table to show tha} (P A ~Q) A(~pvq) is a contra dictaa.

© Copyright Virtual University of Pakistgn ——————— 14
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SOLUTION:
. ) Since we have to §how that the given statement form is Contradiction, so its
column in the truth table will have all entries as F. As clear L‘.‘rom the table below.

3;_ ;‘, "‘F‘* PAF"-q ~Frj -nqu (p>~~q);(~pvq)
T F T T F F ‘ F
F Y F. F T i F

LAWS OF LOGIC

1) Commutative Laws ’&%ﬁf

PAQ=qAp Sor Oepa, 11T o
PVq=qvp R c’“"t:ai’f" - Tﬁf&
1.:'._ £ : r’od
2) Associative Laws : |y

(PAG) AT =pa(qar)
(pvq) vr =pv(qvr)

3) Distributive L:_:ws
- pA(qvr) =(paq) v( par)
Pv(q Ar) =(pvq) A( pvr)

4) Identity Laws
pAt=p
pvc=p

5) Negation Laws
pv~p=t
pA=p=e

6) Double Negation Law
~(~p)=p -

7) Idempotent Laws
PAP=p
PVP=p

8) DeMorgan’s Laws
~(pagq) =~pv~q
~(pvq) =~parq |

9) Universal Bound Laws
pvtst
pAcC =¢

15
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~ 11) Negation of t and ¢

2-Truth Tableg

10) Absorption Laws
pv(p Aq) =p
PA(P vq) =p

~t=c¢
~c=t

'NAM PHOTO STAIE
#t Nepartment of Food
ré-encei& Technology

16
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3-Laws of logic

Lecture No.3 Laws of Logic

APPLYING LAWS OF LOGIC
Using law of logic, simplify the statement form

“You will gct an A if you are hardworking and the sun shmes,
and it rains.” Rephrase the condition more simply.
Solution: ' ' i
Let p=“Youare hardworking’ |
' q = “The sun shines”
r = “It rains”

The conditionis (p AQ) vV (P A T)
Using distributive law in reverse,
PArqVv@Aarn=pa(qvr) %

= pVvI~~pAq] 1
Solution: . 1
pv~~pAQ] =pV[~(~p) Vv (~q)] DcMor}gan s Law
=pV [pv(~q)] Doublc:Neganve Law: ~(~p)=p
= [p v plv(~q) Assocuftwe Law for v
=spvi~q Idempo}ent Law: pvp=p
That is the simplified statement form. : I
Example: Using Laws of Logic, verify the logical equlvalencc
~(~p AQdA(PVQ=p |
Solution: ;
~(~ AQAPPVY=(~(~p)v~q) APV ] DeMoﬂgan’s Law
: - ..=(pv~q)A(pvg) Doublée Negative Law
=pv(~qAQ) - Distributive Law
=EpVe Negatlén Law
=p Idcntlty Law
SIMPLIFYING A STATEMENT° 5
or you are hardworking

Putting p A (q v r) back into English, we can rephrase the gwcn sentence as
“You will get an A if you are hardworking and the sun shines or it rains.

EXERCISE:
Use Logical Equivalence to rewrite each of the following sen

i.it is not true that I am tired and you are smart.
{I am not tired or you are not smart. }

tences more simply.

2.1t is not true that I am tired or you are smart.
{I am not tired and you are not smart.}

3.I forgot my pen or my bag and I forgot my pen or my ghsses

{I forgot my pen or I forgot my bag and glasses.

© Copynght Virtual Umvcrsuy of Paklstan
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3-Laws of Logic

4.1t is raining and I have fﬂrrgotten my umbrella, or it is raining and I have

forgotten my hat.
(It is raining and I have forgotten my umbrella or my hat.}

CONDITIONAL STATEMENTS:
Introduction

Consider the statement:
"If you earn an A in Math, then I'll buy you a computer.”

This statement is made up of two simpler statements:
p: "You earn an A in Math"
q: "I will buy you a computer."

The original statement is then saying :
if p is trug, then q is true, or, more simply, if p, then .
We can also phrase this as p implies q. It is denoted by p — q.

CONDITIONAL STATEMENTS OR IMPLICATIONS:

If p and q are statement vjriables, the conditional of q by pis “If p then q”

or “p implies q” and is denoted p — q.

p — q is false when p is tru¢ and q is false; otherwise it is true.

The arrow "— " is the conditional operator.
In p = q, the statement p 1s)FcaIled the hypothesm (or antecedent) and q is called thc

conclusion (or consequent

i
f
| TRUTH TABLE:

§ E 1 -

e g

Sl

el - I |
"rj»—]“-rii—ll..c:

PRACTICE WITH CONDITIONAL STATEMENTS:

Determine the truth value of each of the followin g condltsonal statcmcnts

1. “If1=1,then3=3" | TRUE
2.4f1= 1, then2=3" | FALSE
3.“Uf1=0,then3=3." ! TRUE
4. “If1=2,then2=3" | TRUE
5.“If 1 =I,then 1=2and 2=3.” FALSE
6.“If1=30r1=2then3=3." TRUE

T
1
|

18
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~ SOLUTION pAqQ—T

S-Léws ofL_ogic o ' VU

b

ALTERNATIVE WAYS OF EXPRESSING IMPLICATIONS:

'I'}}c implication p — q could be expressed in many altemati*re ways as:
*“if p then q” *“not p unless q”

*p implies q” +“q follows from p”

'“lfp, qu. .uq ifpn

*‘ponlyifq” . . **q whenever p”

*“p is sufficient for q” +"q is necessary for p”

EXERCISE:

Write the following statements in the form “if p, then q” in E‘;nglish.
a) Your guarantee is good only if you bought your CD less t?: an 90 days ago.
If your guarantee is good, then you must have bought your CD player less

than 90 days ago.
b)To get tenure as a professor, it is sufficient to be world-famous.
If you are world-famous, then you will get tenure as a professor.
¢)That you get the job implies that you have the best credentials.
If you get the job, then you have the best credentials. 1

d)It is necessary to walk 8 miles to get to the top of the Peaiic.
If you get to the top of the peak, then you must have \gvalked 8 miles.

_ |
TRANSLATING ENGLISH SENTENCES TO S‘;YMBOLS:

Let p and q be propositions:
p = “you get an A on the final exam”
q = “you do every exercise in this book”
r=“you get an A in this class” |
. |
Write the following propositions using p, g, and r and logical connectives.

1.To get an A in this class it is necessary for you to get an A on the final.

2.You do every exercise in this book; You get an A on the ﬁrlxal, implies,

you get an A in the class.
SOLUTION PAQ—T

3. Getting an A on the final and doing every exercise in this book is sufficient
For getting an A in this class.

TRANSLATING SYMBOLIC PROPOSITIONS 'TO ENGLISH;

Let p. a. and r be the propositiots:
p = “you have the flu”
q = “you miss the final exam”
r = “you pass the course”
Express the following propositions as an English sentence.
1. p—=q o
If you have flu, then you will miss the final exam. |‘
|
|
1

2'. ~'q-—>r
Lt IRt

© Copyright Virtual University of Pakistan
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3-Laws of Logic

If you don’t miss the/final exam, you will i)ass the course.

3 ~pPA~Q—>T nl
If you neither have

HIERARCHY OF OPERATIONS
FOR LOGICAL CONNECTIVES

-~ (negation)

*A (conjunction), v (disjunction)

*— (conditional)

Exa'mple: Construct a truth table for the statement form pv~q-— ~p

u nor miss the final exam, then you will pass the course.

p| a |[~]| o pv~q pV~q—>~p
q .

r] T 1k F T F

ri P2 I'T F T F

F| T |F T F T

F| F |T T T 7

Example: Construct a truth

plajr|p=q | ~p | ~p>r | (P29Ap 1)
T T4 T T
TITIF] T | F T T
T[elt| F |F| T F
T|F|F| F | .F ‘i F
FlT|T| T | T T T
Flr[¥] T | T | F F
elelt] 7 | T} 7T T
FlFlF| T | T | F F

|
|

table for the statement form (p =>g)A(~p —> 1)

10 STAL™
EN p-m ?‘ﬁement Of Fonu

p- Al nepaﬂ

20

© Copyright Virtual University of Pakistan
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 Use truth table to show p>q=~q— ~p

- HLaws of Logic S ShecdaaRe

- LOGICAL EQUIVALENCE INVOLVING IMPLICAT;ION'

P| 4 ~qa | P [pP=q]| ~q—o>~p
i F F T ¢ '
T]| F ( 4 F F F
FT|[F|T]|T T g ”
ey
FIF [T | T]| T T NG 05
' 4, C‘ege’ py ?@ $
% p, Ny
C‘b Of p'{ !
% %, "¢
same truth values H
Hence the given two expressions are equivalent. ;
IMPLICATION LAW E
' p—>q=-~pvq
p q P4 P ~PVa .
; 4 T i F T
T F F F F
F i T IT ;i §
F F T | T T
same truth values

NEGATION OF A CONDITIONAL STATEMENT: 5

Since . p—>q=~pVvq . I|
|

So ~p—=q)=~(~pvad |
~(~p)A(~9) by De Morgan’s law

by the Double Negative Ia\Tr

. i
Thus the negation of “if p then q” is logically equivalent to ‘%p and not q”.
Accordingly, the negation of an if-then statement does not srtart with the word if.

I
EXAMPLES |
Write negations of each of the following statements: '
1.If Ali lives in Pakistan then he lives in Lahore. |
2.If my car is in the repair shop, then I cannot get to class.

. 3.If x is prime then x is odd or x is 2.

4Ifn is divisible by 6, then n is divisible by 2 and n is divisifgle by 3.

© Copyright Virtual Univer;i_ty of 'Paffistan
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3-Laws of Logic

= .

1. Ali lives in Pakistan and he does not live in Lahore,
2. My car is in the rcpalr shop and I can get to class.

SOLUTIONS: l ' !
3. xis prime but x is not od{ and x is not 2,

4. n is divisible by 6 but n i3 not divisible by 2 or by 3.

INVERSE OF A CONDITIONAL STATEMENT:

The inverse of the conditional statement p — q is ~p — ~q

A conditional and its mversT are not equwalent as could be seen from the truth table.

i

p q &7—"1 . . ~q ~p —~q
L |:? | T F F
T F 20T F T
F T T F
F F T T T
T ~ different truth values in rows .2 and 3
WRITING INVERSE: :

1. Iftoday is Friday, then].Z +3=35.
If today is not Friday, thlc_n 2+ 325,

|
2. Ifit snows today, I will ski tomorrow.
If it does not snow tc;\day I will not ski tomorrow.

3. IfPis a square, then P isa recrangle
If P is not a square t]len P is not a rectangle.

4. Ifmy caris in the repat;‘ shop, then I cannot get fo class.
If my car is not in the repair shop, then I shall get to the class.-

I

!
CONVERSE OF A CONDITIONAL STATEMENT: .

The converse of the conditic;mal statement p — q is q —p.

i

A conditional and its convefse are not equivalent. i.e., = is not a commutative operator.
|

22
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3-Laws of Logic

[ P |4 | p=q | gop.
i ol B0 R T
' T | F
F [T
_' F |F T T
not the same
WRITINGCONVERSE;

1.If today is Friday, then 2 + 3 = 5.
If2 + 3 =5, then today is Friday.

2.If it snows today, I will ski tomorrow.
I will ski tomorrow only if it snows today.

3. IfPis asquare, then P is a rectangle. _
If P is a rectangle then P is a square. |

4. If my car is in the repair shop, then I cannot get to class
If1 cannot get to the class then my car is in the repaxr shop.

CONTRAPOSITIVE OF A CONDITIONAL STATEMENT
The contra-positive of the conditional statement p — qis~q—> ~p
A conditional and its contra-positive are equivalent.
Symbolically p—>q=~q— ~p
LIftoday is Friday, then 2 +3 =35.
If 2 + 3 # 5, then today is not Friday.
2.If it snows today, I will ski tomorrow.
I will not ski tomorrow only if it does not snow today.
3. IfPis a square, then P is a rectangle,
If P is not a rectangle then P is not a square.
4. If my car is in the repair shop, then I cannot get to class.
' If1 can get to the class, then my car is not in the repair shop.

EXERCISE:
1. Show that p—>gq=~q—>~p ( Use the truth table. )
2. Showthat g ps~p—>~q (Use the truth table.)

‘ ' 5.

i it
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4-Biconditional d {

Lécture No.4 Biconditional

!

BICONDITIONAL

Ifp and q are statemént variables, the biconditional of p and q is “p if and only if q”.
It is denoted p<»q. “if and c:fy if” is abbreviated as iff.,
" is the biconditional operator,

The double headed arrow "
TRUTH TABLE FOR p(-):ﬁ‘.
Pl 4 p <>q
y ot S
T| ¢ F
F| T F
F| F T

Remark: ' ;
o p <> qis true only when p and q both are true or both are false.

o p <> qis false when éither p or q is false.

EXAMPLES:
Identify which of the following are True or false?

1.“1+1 = 3 if and only if earth is flat”
TRUE

2. “Sky is blue iff 1= 0"
FALSE

3. “Milk is white iff birds lay eggs”
f .

TRUE - |
4.“33 is divisible by 4 if an:d only if horse has four legs” .

FALSE |
5. “x > 5iff x2 > 25” ;’
FALSE E

REPHRASING BICONDITIONAL:

peq is also expressed as: 1

|
o “pis necessary and sufficient for q”
o “Ifp then q, and conversely”
o “pis equivalent toqf’
I

g‘
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b

Example: Show thatp > q=(p—>q) A (g— p) 1

R A e R B (P“*TDA(C{"’P)
T T°1T4 % T | T
T F F F T ' F
F T F T F | F
F F T L T &y
|
T same truth values | T
EXERCISE: |

Rephrase the following propositions in the form “p if and only ifq” in Enghsh

1. If it is hot outside, you buy an ice cream cone, and if ybu buy an ice cream
cone, it is hot outside.
Sol = You buy an ice cream cone if and only if it is hot outside.

2. For you to win the contest it is necessary and sufficient that you have the
only winning ticket. :
Sol You win the contest if and only if you hold the only winning ticket.

3. If you read the news paper every day, you will be informed and conversely.
Sol You will be informed if and only if you read the news paper every day.

4, It rains if it is a weekend day, and it is a weekend day if it rains.
Sol It rains if and only if it is a weekend day. !

5, The train runs late on exactly those days when I take lf
Sol The train runs late if and only if it is a day I take the train.

6. This number is divisible by 6 precisely when it is divisible by both 2 and 3.
Sol This number is divisible by 6 if and only if it is divisible, be both 2 and 3.

TRUTH TABLE FOR (p->q) > (~ - ~p)
pla|psg|~q|~| ~a>~p | pba)e(~a>~D)
T|T| T |F|F T | . 3
T{F F T | F F T
FITL T B 1T 7 A ] I
il T {112 T T

i 2 ]
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4-Biconditional

H TABLE FOR (poq) o (req)

e

TRU
Pl 9 F pP<q r<q | (peq)e(re>q)
R R T T -
T| T | F T F - F
1 & UK F F T
Tl ® L F F T F
F| T [ F T F
FlT |F| F F 2
. .
F| F | TT i1 F F
F| F | F T T T
s

HTABLEFORpA~r & qVvr

Here p A~r<>qvrmeans (p A (~r)) <(qvr)

plalr lLr PA~T qvr | pA~T&qVr
riTiT e T F

(S 6 B S T G

T{P] T F BT F
T|F|F|IT| T F F
elrlolip] " Baf % F
F|T|F|T| F T F
F|F|[T|[F| F T F
F|F|F|iIT| F | F - f

26
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4-Biconditional

, i
LOGICAL EQUIVALENCE INVOLVING BICONDITIONAL

Example: Show that ~p «> q and p «> ~q are logically equivalent.

plal » [~a|woq|po~al|l |- = o St
|t F|F| F F ';
T|F| F |[T] T T
FlT| T |[F| T T |
F|F| T |T| F F
LS.

same truth values |
Hence~p«>q=p e ~q '

EXERCISE: - :

Show that ~(p@q)-and p<>q are logically equivalent.
P|la| p®q | ~(pDq) | pq | © |
T i F i & T -
T|F| T F F
F|T T F B
F|F| F T T

same truth values
Hence ~(p@Dq) = pe>q i

LAWS OF LOGIC:

1.Commutative Law: p&q=qerp

2.Implication Laws: p—>q=E~pvq
=s~(pA~9

3 Exportation Law:; P Ag-r=p —{(q—i)

4.Equivalence: p < q=(p 29A(q—Pp)

5.Reductio ad absurdum p—=q =(pA~q) —¢C

APPLICATION; '

Example: Rewrite the statement forms without using the syll'nbols — or <>
. pA~g—=>r
2. (p»r)e(q-r)

v
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4-Biconditional

|
H
|

Solution: |
1. pa~g=or=(pA~q)=>r|  Order of operations
=~(A~q)Vr Implication law

2. (poDe(g-on=(~pvi) e (~qvr) Implication law

= [(~p Vi) >(~q VD] A [(~q vI) =(~p V 1)]
Equivalence of biconditional
2[~(~pvDV(qVDIA[~(~qvD)V (~p V)]
Implication law

Example: Rewrite the statement form ~p v q = r v ~q to a logically equivalent form

that uses only ~ and A.

Solution:
ugy N n o »
STATEMENT REASON Sciep, p“”‘rm . e
~pVqQ—rv~q Given statement form ‘e, ' &
=(~pvq > (v~ Order of operations ' oy,

=~[(~pv@A~(Vv~q)] | Implicationlaw p->q=~(pA~q)
=~[~pA~q A(~rAQ)] De Morgan’s law

Example: Show that~(p—q) = pisa tautdlogy without using truth tables.

STATEMENT REASON.
~p—=q)—=>p ! Given statement form

=~[~<(pA~Q)]—=p i Implication law p—q=~(p A~Qq)

=(pA~q) —p | Double negation law

=~(pA~Q VD Implication law p—q=~pvq

=(~pvqVvp | De Morgan’s law

=(qv~p)vp . -Commutative law of v _
=qv(~pVvDp) : Associative law of v

=qvt . Negation law

=t Universal bound law

EXERCISE: .
Suppose that p and q are statements so that p—»q is false. Find the truth values

of each of the following:

l~p =4

2pvq

3g<p

SOLUTION

Hint: (p—q is false when p is true and q is false,)

1.TRUE
S R . NAW PHOTO STAIE

3.FALSE
"Yepartment of Food

i
|
swetive & |5=f".ﬂﬁlgﬂ\

28
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-conclusion.

i

5-Arguments _ ; vu

|
gt
1

Lecture No.5 Argument
Before we discuss in detail about the argument, we first consider the following argument:

An interesting teacher keeps me awake. I stay awake in Discrete Mathematics class.
Therefore, my Discrete Mathematics teacher is interesting, 1

Is the above argument valid? i

ARGUMENT: -

An argument is a list of statements called premises (or assump tions or
hypotheses) followed by a statement called the conclusion. |

P1 Premise

P2 Premise - - ) I

P3 Premise ' ‘ 1

».C  Conclusion

NOTE: The symbol .. read “therefore” is normally placed just before the conclusion.

VALID AND INVALID ARGUMENT:
An argument is valid if the conclusion is true when all the premises are true.
Alternatively, an argument is valid if conjunction of its premises imply conclusion.
That is (P1A P2 AP3 A... A Pn) = Cis a tautology.
An argument is invalid if the conclusion is false when all the premises are true.
Alternatively, an argument is invalid if cbnjunctlon of its prémises does not imply

Critical Rows: The crmcal rows are those rows where the p remises have truth value T.

" SOLUTION

EXAMPLE:Show that the following argument form is vahd:
p—q

P

&

prerrlises coiﬁclusion

Pl q q

TF k— critical row
T|r| F T | F |

Fi1T T F T

F|F T F F ?

[
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5-Argument
[

i
Since the conclusion q is true when the premises p—3q and p are True. Therefore, it.1sa

valid argument.

EXAMPLE ‘Show that the followi ng argument form is invalid:

p—q
q
op
SOLUTION : l—- premjsIs Ionclusion
P—q q

critical row

-3 o

F F[T F- | B

In the second critical row, thfe conclusion is false when the premises p—>{ and q are true. -
Therefore, the argument is i?valid.

1
f

EXERCISE: .! - i 3
Use truth table to detemu"nc §thc argument form INAM PHOTO STATE
i q% : ».»3r Nepartment of Food
P=rq . sweace & Technology
p—o>r : .
o
is valid or invalid. l ;
' A . premises conclusion
T Y
p|la| r | pvq | po~q | por r
T(T| T T{ | F T
T| T F
T|F| T |
T|F| F T T F F critical rows
FIT| T l
5% W P
O O e
L F P § T F

30
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~ If Hameed is not on team B, then Tariq is on team A.

truth value T)

_numbers is divisible by 6.

5-Argument ' I b : VU
In the third cxi_tiu.?al row, the conclusion is false when all the ﬂremises are true. Therefore,
the argument is invalid. ' '

The argunient form is invalid
WORD PROBLEM

If Tariq is not on team A, then Hameed is on team B,

el » Tariq is not on team A or Hameed is not on team B,
Let
t = Tariq is on team A
h = Hameed is on team B
Then the argument is
~t—=>h -
~h—>t .
SL~tv~h

~t—=h ~h->t ~t v~h

I
1 =1 71 =1

. . = - .

Argument is invalid because there are three critical rows.

( Remember that the critical rows are those rows where the premises have truth value T)
and in the first critical row conclusion has truth value F. |

(Also remember that we say an argument is valid if in all critical rows conclusion has

EXERCISE
If at least one of these two numbers is divisible by 6, then the product of these two

Neither of these two numbers is divisible by 6.
. The product of these two numbers is not divisible by 6.
SOLUTION |
Let d=  atleast one of these two numbers is divisible by 6.
p=  product of these two numbers is divisible by 6.
Then the argument become in these symbols |
d—p 'i
~d |

We will made the truth table for premises and conclusion as gi'vcn below

i -
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S-Argument VU

el Kool B0 T ] W
el B i Bevd I &=

WW Ao

tonclusion is false when thc premlscs are true. Therefore, the

In the first critical row, the
argument is invalid.

EXERCISE
If I got an Eid bonus, I'll b]ty a stereo.
If I sell my motorcycle, I'll buy a stereo.

. If1 get an Eid bonus or I sell my motorcycle, then I’ll buy a stereo.

SOLUTIOII\’:
Let
e =1 got an Eid bonus
=Tllb :
:n= :sellll):nirsr:':;f:rcycle INAM—BHOTO §—TATE
The argument is Near Department of Food
e—s Science & Technology
-m->s
Levm-—s —

m —s evim EVINl —§

el il Rl BT EE1 BT ) IS

s
1
i i
F
F
;
T
F
F

i 0l Bl Rt T T T Y

The argument is valid because in the five critical rows, the conclusion is true.

EXERCISE
An interesting teacher keep {l‘. me awake. [ stay awake in Discrete Mathematics class.
h

Thereforc my Discrete Ma ematlcs teacher is interesting.

Solution:
t =My teacher is interesting
a =1 stay awake |
m = I am in Discrete Mathematics class

The argument to he tested is

II
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5-Argument . : , VU
t -—) a,
. aAm
Therefore mat
t a |- m . ]
i1 T T
T|T F
¥ ik S T
T | F F
F| T ) i
FlLY F
F|F T
Tl FE F
In the second critical row, t,hé conclusion is false when the premises are true. Therefore,
the argument is invalid. ; :
1
|
!
'!
|
33
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*Algorithms

17, 808 Applivd [ Nureis Muthematios
Falymary 17, M} ; - Wack

u ¢ tWvess

A Aot 1

Algorithms|

-What Is an algor

*An algorithm s 3 finite set of precise Instructions for

performing a con

“This Is a rather v
more precise and

you attend CS42{J or C$620.

*But this one is good enaugh for now...

Farean, 11, Fird

ithm? . -

N

nputation or for solving a problem. P SR,

ague definition. You will get to know a
mathematically useful definition when

Appied Diarete bwctonatley 7
Work 3 Alpirithene,

~ Algorithms

. = Properties of algorithms:

<Input from a specified set,

«Qutput from 3 specified set (solution), °
=Definiteness of every step in the computation,
+Correciness of output for every passible input,

_ eFiniteness of the number of calculation steps,

sEffectiveness of each calculation step and
=Generality for a class of problems.

Algorithm Examples

*We will use a pseudocode to specify algorithms, which
slightly reminds us of Basic and Pascal.

*Example: an algorithm that finds the maximum element
in a finite sequence

cemaK = a,

*procedure max{

sforis=2tan .

-+ ifmax<a then max = g;
«[max is the largebt element}

1 g - 8,0 IntRgEYS)

Fohusry 1. 53¢ b ':,ﬁ’s‘"."j,f,f;:‘“_ - 3 Febarer 1L i B e g s
Algorithm Examples Algorithm ELcampIes

*Another example: a linear search algorithm, that Is, an
algorithm that linearly sear:hes a sequence for-a
particular element.

~procedure linear_search(x: mmgar By, By wny B

!nhbr!nrc‘n
=1
while(i<nandx=3,)

s =+l

*if | < nthen location ;= |
*glse location ;=0

«{iocation is the subscript of the tenm that equals x, or Is
zerg if o is not found}

by
Frivwwy 10, 7009 I%';",ﬂ:‘::‘" = .

siftha tarms Ina

algorithm is morey

equence are ordered, a binary search
effictent than Hnear search.

relevant search In
the elementta b

¢[he binary. sﬁari}'n alganthm neratively restricts the

Frbweny L7 LY

arval until It closes in on the position of
located.

Aytiod Diserni Muheraiy s

Vil & Alyiipru

B SN
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Algorithm Examples
binary search for the letter J

search interval

acdfghjlmopnrsujvsx:

\ l

Algorithm Examples
binary search for the letter 'j
search interval

acdfghjImoprsuvxz

center element center element
Fehenrs 12, 508 e s, 7 Fanases 10, 2013 B f
Algorithm Examples Algorithm Examples

binary search for the letter|’j

szarch interval
i
i

acdfghjimoprsulvx

- binary search for the letier 7§

search infterval

| |

acdfghjlmoprsuvxz

; i 2
center element ; center element
Py 123014 "““‘;ﬁ“f“};”:’ﬁ“w | 3 Tebwisry 17,2018 oL e iy 1o
Algorithm Examples Algorithm Examples
*procedure binary_searchix: integer; a,, a, ., a,:
Integers) .

tinary search for the lettel |

searzh inferval

|

acdfghjilmoprsuyx

|

center element

found !

Fprlll Dhssrcm Mudiemaidor

Tavwary 17,3014 ek, U Alparitbure

=1 {iis left endpoint of search interval}
*:=n {jis right endpoint of search interval)
*while (i < )

*heagin

oma=Li+j)r2l

* dfx>a,thenh=am+ 1

* elsaji=m

*end

*if % = a, then location = §

*else |ocation i= 0

*{locatien is the subseript of the tetim that equals x, orig
2era if x is not found)

By 17, 3013 Apytrod et Mutbotwsli

Wosh & Alyuiahis . 13

&
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- Algorithm Examples

° 'Obwously, on sorted sequences, binary search Is more
.efficient than Iinear search.

: 'How canwe analyze the efficiency of algorithms? -

*We can measure the
L time (number of elementary computations) and

- space (number of memory cells) that the algorithm
" requires.

*These measures are called mmputatlunn'l complexity and
- space complexity, respectively.

Complexity

What is the time complexity of the linear search
algorithm?

«We will determine the worst-case number of
comparisons as a function of the number n of terms in the
sequence. .

«The worst case for the linear algorithm occurs when the
element to be loc: ited is not included in the sequence.

*In that case, every item in the sequence is compared to
the element to bellocated

» Fbruey 12, 3014 “"""Eif?'}ff,ﬂ.’.ﬁ:.?“'“ 5 Fabieans 17, 3018 ] ""*"‘;‘!g':“mm-“‘“ i
]
i

Algorithm Examples Complexity
«Here is the linear search algorithrn again: *For n elements, tf;e loop
» - fa =
'i"mcedure linear_searchix: Integer; a,, ay, .., 8, 'WI‘"“TPF“I[‘la“dX"‘ a)
integers) =t

*j =

swhile (i < n and x = 5,)

. imi+l

*if i < then location :=i

=glse’location:=0 .
~{location is the subscript of the term that equalsx, oris
zerp if % is not found}

Anbed (Nardte Michemarics
Fenrpry 1T AUIS i el i 5
¥ e IO Wk 3: Algoriiea

sis processed n times, requiring 2n comparisons.

*When it is entered for the (n+1)th time, only the
comparison i < n is executed and terminates the loop.

*Finally, the comparison

if i < n then locatign =i i

is executed, so all {n all we have a worst-case time
complexity of 2n + 2.

Eanrenrs 17, 21015 : Apind Dizerss Madvmarion

ek 3r Adgrrithme L

Reminder: Binary Search Algorithm

snracedure binary_searchix: integer; a;, a,, ., 8,
integers)
si:=1 {iisleft endpoint of search interval}
*j:=n {jis right’endpoint of search interval)
=while {i < j}
*begin
o me=Li+ /2l
= ifx>a,theni:=m4+1
+  elsej :=_: m
~end
“if x = @;then location := |
-else location = O
«{location is the subscript of the term that equals % or fs
zero if x is not found}

h;;\ih.l Dhsereis blaihasaiic
Febmnry 12,2018 wisd, 5 Al

Complexity

*What is the time lomplexity of the binary search
algorithm?

*Agaln, we will determine the worst-case number of
LOmparisons as a funcition of the number nof ieuns i the
sequence.

*Let us assume thare are n = 2% elements in '
means thatk = Io;n MR Rk wih

*If nls not a powec of 2, it can be considered
larger list, where 2% <y < 2k, R

Frivay L7 2000 Apliol Dasnts Muha s
Mol i Al e I
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Complexity

‘In the first cycle of the loop

*while (i< j)

*begin

« me=l(ivj)yel

*  Hx>a,theni:=m+1
*+ elseji=m

*end

sthe search interval is restricted to 2k elenwents, using two
comparisons.

b o Discrte Muthvanuties :
Faibemary 17, 2014 A A b Alrvria "

. Complexity

*In the second cycle, the search Interval is restricted to v

elements, agaln using two comparisons.

«This Is repeated until there Is only one (2°) element left-in
the search interval. ] ;

«At this polnt 2k comparisons have been conducted.

Applied Dhres Evibomatics : 4

Futatary 1, 2014 Wark ¥ Absoriheme

Complexity

*Then, the comparison
swhile (i<j)

sexits the loop, and a final compaﬁson
ix= 3, then location =

«determines whether the element was fou ﬁd.

*Therefore, the overall time comple;tity of the binary
search algorithmis 2k + 2 = 2[logn ]+ 2.

Agalied Dracmste Mayhemating -
Febraass 37,3854 ok 3 Algorith 2 A

Complexity

*In general, we are not so much interested in the time
and space complexity for small inputs.

*For example, while the difference in time complexity .
between linear and binary search is meaningless for a
sequence with n = 10, it is gigantic for n = 2%,

PapEed Discrne Matbenatley P

Frbmany 17, 3118 Pock 3 Algorichns

Complexity

*For example, let us assume two algorithms A and B that
solve the same class of problems.

Complexity

* Comparison: time complexity of algorithms A and B

ﬁfﬁlgf :,? m':,l::ﬂg: eilsefr’m?e?ft’:: the o?e for Bls Input Size Mlgorithm A Algonthm B
| n 5,0000 .17
10 50,000 3
( 100 500,000 13,781
! 1,000 5,000,000 2.5.10%
1,000,000 5109 48104252
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Complexitv_

- «This ,rneaﬁs that algorithm B cannot be used for large

inputs, while running algorithm A Is still feasible. "

" 456 what is important is the g:rowth of the complexity

functions.

- +The growth of time and space complexity with
- increasing input size n is a suitable measure for the

comparison of algorithms.

The Growth of Functions

sThe growth of finctions is usually described using the
big-0 notation, ‘

*Definition: Let f,and g be functions from the integers or
the real numbers to the real numbers.

*We say that f(x)‘is O(g(x)) if there are constants C and k
such that

*[f(x)[ s Clg(x)|
-wh_eneverx > k.

Fehanary 17, 4018 sz::““;;mm“h’ 2 Fatian 12, 2018 L m‘r';?’:;‘:;“”“ e

!i .

f

{

!

i

i .

The Growth of Functions The Growth of Functions

*When'we analyze the growth of complexity functions,
f{x) and g(x) are always positive.

*Therefore, we can simplify the big-O requirement to
«f(x) < C-g(x) wheneverx>k.

«if we want to show that f(x) is O(g(x)), we only need to
find one pair (C, k) {(which is never unique).

fprbed hacrte Mathematies |, 1

Tt Sk 3 Algaridies

- +The idea behind the big-O notation is to establish an

upper houndaryfor the growth of a function f(x) for large
X. ! S

*This boundary isispecified by a function g(x) that is
usually much simpier than f(x).

. *We accept the constant Cin the requirement ~

=f(x) < C-g(x) whénever x>k,
sbecause C does not grow with x.

*We are only interested in large x, so it is OKif
f(x) > Cg(x) for x<k.

Sl Dheerate Babemnton 4
7 ek 3 Alpeihime 2

Frbneary 12,3008

The Growth of Functions

Exampile:
*Show that f(x) =2 + 2x + 1is O(x2).

*For x > 1 we have:

X+ 22+ 1<x?+ 223+ %2

= x2 4 2x+1<4x?
sTherefore, forC=4 and k = 1:
+f(x) < Cx? whenever x > k.

= f{x) Is O(x*).

Applicd Ve Mathacatls »

Fetmuary 112018 e

e
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27-Algorithm i
' |
~ Lecture No.27 Algorith|m
PRE- AND POST-CONDITIONS OF AN ALGORITHM
. LOOPINVARIANTS . -
~ LOOP INVARIANT THEOREM i
ALGORITHM:; |

: The word "algorithm" refers to a step-by-step method for performing
some action. A computer program is, similarly, a set of insttuctions that are executed
step-by-step for performing some specific task. Algorithm, ilowevcr, is a more general
term in that the term program refers to a particular programlining language.

i
|

INFORMATION ABOUT ALGORITHM; |
- The followingiinformation is generally

~included when describing algorithms formally: 5
1.The name of the algorithm, together with a list of input and output variables.
-2.A brief description of how the algorithm works.
3.The input variable names, labeled by data type.
4.The statements that make the body of the algorithm, with explanatory comments.
5.The output variable names, labeled by data type. -‘
6.An end statement.

THE DIVISION ALGORITHM: |

THEOREM (Quotient-Remainder Theorem):
: Given any integer n and a positive integer

d, there exist unique integers g and  such that n=d-g+rand0=r< d.
Example: ' '

a)yn=54,d=4 54=4-13+2; hence ¢ =13, r=2
b)n=-54,d=4 -54=4-(-14)+2; henceg=-14,7=2
coyn= 54,d=170 54=70-0+54; hence g =0, r=54

ALGORITHM (DIVISION)

{Given a nonnegative integer a and a positive integer d, the aim of the algorithm is to find
integers ¢ and  that satisfy the conditionsa=d g +rand0isr<d.

This is done by subtracting d repeatedly from a until the result is less than d but is still
nonnegative.
The total number of d’s that are subtracted is the quotient g. The quantity a - d - g equals
the remainder .}
Input: a {a nonnegative integer}, d {a positive integer}
Algorithm body: r=a,q:=0

{Repeatedly subtract d from » until a number less than d is ol%tained. Add 1 to d each time
d is subtracted.}

while (> d) |
r=r-d g=q+1 |
end while
‘QOutputt g, r

end Algorithm (Division)

e T

201
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2‘7-Algorithm I : : ' .

a
TRACING THE DIVISION ALGORITHM:

Example:
Trace the action of the Division Algorithm on the input variables a = 54 and
d=11
Solution
Iteration
Number
0 1 2 - 9 4
a 54
Variable d 11
1 54 43 - 32 21 10 .
q 0 1 2 3 4
PREDICATE:

Consider the sentence ,
“Aslam is a student at the Virtual University.”

let P stand for the words
“is a student at the Virtual Umvcr51ty
and let Q stand for the words
“is a student at.”

Then both P and Q are predicate symbols.
The sentences “x is a student at the Virtual University” and “x is a student at y” are

symbolized as P(x) and O(x, y), where x and y are predicate variables and take values in
appropriate sets, When concrete values are substituted in place of predicate variables, a

statement results.

i

|
f
|

 DEFINITION:

A predxcate is a sentence that contains a finite number of variables and

becomes a statement when specxf ¢ values are substituted for the variables,
The domain of a predicate var:able is the set of all values that may be substituted in place

of the variable. ;

202
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- 27-Algorithm

l. ri=r—-d
_ 2. g=g¥l
end while

PRE-CONDITIONS AND POST-CONDITIONS:
i roduce a certain final state from a given state.

“Consider an algorithm that is designed to p

Both the initial and final states can be expressed as predtcate% involving the input and

. output variables.’

Often the predicate describing the initial state is called the pre-condition of the
algorithm and the predlcatc describing the final statc is called the post-condntion of the

algorithm. }

EXAMPLE: ' |
1. Algorithm to compute a product of two nonnegative 1ntcgcrs

pre-condition: The input variables m and » are nonnegative 1ntegers "

pot-condition: The output variable p equals m « n,

2. Algorithm to find the quotient and remainder of the lelSl?n of one positive integer by
another

pre-condition: The input varlables a and b are positive mtcgcrs

pot-condition: The output variable ¢ and r are positive mtegers such that

a=b" g+r and 0 <r < b, E

3. Algorithm to sort a one-dimensional array of real numberé

. Pre-condition: The input variable 4[1], A[2], ... 4[n]isa one-dimensional array of real

numbers. : .
post-condition: The input variable B[1], B[2], . . . B[n] is a one-dimensional array of real
numbers with same elements as A[1], A[2], . . . A[n] but with! the property that B[i] <B[/]

whenever i <.

THE DIVISION ALGORITHM:
[pre-condition: a is a nonnegative integer and
d is a positive integer, r = a, and g = 0]

while (r = 9)

[post-condition: g and » are nonnegative integers
with the property thata=¢q-d+rand 0<r<d)]

LOOP INVARIANTS:
The method of loop invariants is used to prove correctness of a loop with respect to
certain pre and post-conditions. It is based on the principle of mathematical induction.

[pre-condition for loop]
while (G) '
[Statements in body of loop. None contain branching statements that lead
outside the loop.]

end while[post-condition for loop]

DEFINITION:
A loop is defined as correct with respect to hts pre- and post-conditions

if, and only if, whenever the algorithm variables satisfy the ph-e condition for the loop and

“the loop is executed, then the algorithm variables satisfy the post-condition of the loop.

: i

e e e

© Copyright Virtual Uﬁiversity of Pai{istan
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27—Algaﬁthm

THEOREM;

" Let a while loop with guard
predicates in the algorithm
Also let a predicate I(n), cal
properties are true, then the
I.Basis Property: The pre-c

ariables.

G be given, together with ;‘:fe.- and post conditions that are -

ed the loop invariant, be given. If the following four
oop is correct with respect to its pre- and post-conditions.

ondition for the loop implies that (0) is true before the first

iteration of the loop.

ILInductive property: If the guard G and the loop invariant J(k) are both true for an
integer & > 0 before an iteration of the loop, then /(k + 1) is true after iteration of the loop.

becomes false.
IV.Correctness of the Postt

III.Eventual Falsity of Gudrd: After a finite number of iterations of the loop, the guard

Condition: If NV is the least number of iterations after which

G is false and I(N) is true, then the values of the algonthm variables will be as specified

in the post-condition of the I

00p.

PROOF:
Let I(n) be a predicate that s

For all integers n > 0, if thg while loop iterates n times, then I(n) is true.
guard G becomes false after a finite number N ofi iterations.

Property III indicates that thy
he values of the algorithm variables are as specified by the

Property IV concludes that t

post-condition of the loop.

atisfies properties I-IV of the loop invariant theorem.
Properties I and I establish {hat

204

© Copyright Virtual University of Pakistan

@

Scanned with CamScanner

ar


https://v3.camscanner.com/user/download

e
i

- 28-Division Algorithm ]

_ LBasis Property:
[#(0) is true before the fi rst iteration of the léop ]

" Before execution of statement 1,

Lecture No.28

CORRECTNESS OF:

LOOP TO COMPUTE A PRODUCT
THE DIVISION ALGORITHM
THE EUCLIDEAN ALGORITHM

A LOOP TO COMPUTE A PRODUCT:
[pre-condition: m is a nonnegative integer,
x is a real number, i =0, and product = 0.]
while (i # m)
1. product := product + x
2, 1=i+1

end while

[post-condition: product = m - x]

PROOF:
. Let the loop invariant be
I(n): i=nandproduct=n-x _
~The guard condition G of the whllc loopis - af
G: i#m ; ' |

1(0): i=0 and product=0-x=0
Which is true before the first iteration of the loop.

ILInductive property:

loop iteration (where k2 0), then I(k + 1) is true after the loop

product =k - x.
Thus the execution of statement 1 has the following effect:
product . =product ,+X=k-x+x=(k+1)-x
Similarly, before statement 2 is executed,

Fogg = Ko
So after execution of statement 2, 5
Incw = old =k+ L.

Division algorithm

[If the guard G and the loop invariant J(k) are both true beforea

iteration.]

Hence after the loop iteration, the statement /(k +1) (e, i=%+ 1 and product = (k+1)-

x) is true. This is what we needed to show.

|

IT1.Eventual Falsity of Guard:

becomes false. | {

[After a finite number of iterations of the loop, the guard

205
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+  28-Division Algorithm

IV.Correctness of the Post-Condition: :
[If N is the least number of iterations after which

G is false and I(N) is true, then the values of the algorithm variables will b i
in the post-condition of the [oop.] o as specified - i

THE DIVISION ALGO
[pre-condition: a is a nonnegative integer and

d is a positive integer, = a,and g = 0]

while (r> d)

l.r=r-d
2.g=q+1
end while

[post-condition: g and r are honnegative integers
with the property thata=gd+rand0<r<d.]

PROOEF:
Let the loop invariant be

In): r=a-n'd Jandn=q.

The guard of the while loop;is

G r=>d

I.Basis Property: . .

‘ [Z(0) is tru before the first iteration of the loop.]
I(0):r=a-{0-d=aand0=gq.

II.Inductive property: _ : :
[If the guard G and the loop invariant J(k) are both true before a'loop

iteration (where &> 0), then{I(k + 1) is true after the loop iteration.]
Ik):r=a-k-d=> 0andk=gq ’
Ik+1):r=a- (k+1)-d2 0andk+1=¢g

A o d
" =g-k-d-d
=q- (k+1)-d
g=q+1
=k+1
also f
r =r-d :

>d-d=0 (sincer 20)

Hence I(k + 1) is true.
IIL.Eventual Falsity of Guard:

[After a finite number of iterations of the loop, the guard

Condition:

becomes false.] I
IV.Correctness of the Posé-
|

' [If N is the least number of iterations after which
G is false and I(N) is true, then the values of the algorithm variables will be as specified

in the post-condition of the oop.]
G is false and I(N) is true. '
Thatis,» >dand r=a- JT-dZOandN=q.
or r=a-gq-d i '

;

206
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~ 28-Division Algorithm

- Also combining the two inequalities involving r we get

or a=gq-d+r
0<r<d

; HE EUCLIDEAE ALGORITHM;

The greatest common divisor (ged) of two mtegers aand b i thc largest integer that R N

divides both a and b. For example, the ged of 12 and 30 is 6

‘The Euclidean algorithm takes integers A and B with 4 > B z 0 and compute their

greatest common divisor, : 5

HAND CALCULATION OF ged: .
Use the Euclidean algorithm to find ged(330, 156)

SOLUTION: 2

3

1561330  18[156

-1 o' 144

18
i B

12‘ 18

12
6

Hence gcd(330, 156) =6

EXAMPLE:
Use the Euclidean algorithm to find ged(330, 15
Solution:
1.Divide 330 by 156:

This gives 330 =156 -2 + 18
2.Divide 156 by 18:

This gives 156 =18 - 8 + 12
3.Divide 18 by 12:

This gives 18 =12-1+6
4.Divide 12 by 6:

This gives 12=6+2+0
Hence ged(330, 156) = 6.

12

LEMMA:

a=gq-d+r

1
[
|
1’ .

6[ 12

2

0

If a and b are any integers with 5 0 and q and r are nonncgahvc integers such that

<.

207
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- 28-Division Algorithm

then

ged(a, b) = ged(b, v)
[pre-condition: A and B arejintegers with
A>B >0,a=A4,b=B,r={B]

while (b= 0)-
l.ri=amodb

2.a:=b
3.b=r

end while[post-condition: a[= ged(A, B)]

PROOF:

Let the loop invariant be
In): ged(a, b)=ghd(4, B) and 0< b <a.
The guard of the while loop|is
G b#0

L.Basis Property:

[1(0) is trug before the first iteration of the loop.]
' 1(0): gcd(a,b) = ged(4,B)and 0 <b<a.
According to the prcconditiJm,
a=A,b=B,r=B,and 0<B<A.
Hence 1(0) is true before the first iteration of the loop.

I[LInductive property: : ' ] : :
[If the guard G and the loop invariant (k) are both true before a

loop iteration (where k > 0) then I(k + 1) is true after the loop iteration.]
Since I(k) is true before exccution of the loop we have,
£0d(a, byg) = £0d(A, B) and 0 < by < a
After execution of statement 1,
Ve = Ayq mod bold Thus,
=b,yy1q9+r,, forsome integergq

with,
0 o % bpld
But
ged(ayg, byg) = ged(bgyg, 7g1)
and we have, '

ng‘(b old? rnc r.!) E ng(A ] B )
When statements 2 and 3 are executed, '
Aoew bO]d Al'nd bncw =3

It follows that
ng'(ancw! new. ) G ng(Al B)

Also,

- 208

© Copyright Virtual University of Pakié.tan
o

Scanned with CamScanner


https://v3.camscanner.com/user/download

(7 I

. 28-Division Algorithm

IiI.EventuaI‘Falsig: of Guard:
: : _ [After a finite number of iterations of the loop, the guard

becomes false.]

IV.Correctness of the Post-Condition: '
! ' [If N is the least nurr

G is false and I(N) is true, then the values of the algorithm v
in the post-condition of the loop.]

\ber of iterations after which

fxriablcs will be as specified

i
|
|

!
i

I

209
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| S‘h i\({“ “"4 g 11;1 112015 _.

Introduction to Number Theorf

Number thedry is about integers and their
properties.. L L ;o : :

R an B e g T OB - We will start With the basic principles of
Number;Theory-' - © | e divisibility, |
: : R ot s ] + grealest common divisors,
. + Jeast common multiples, and

* modular arithmetic

and look at some relevant algorithms.

N Sl MIL.&I.S B “&:n;::%:q . g ) 2 = mi.-é»ml waois |- . ‘:r?:::::“ _ 1 ' F
) i 0 o a ; ! 8 _ep ege !
. Division -~ - Lgars, ipesend o Plvr_SIballty_ Theorems

. .:..’f a-and b are integers with 2 = 0, we say that For integers zl b, and ¢ itis true that
-a dwides B if there is an anteger cs0 that b=ac. AT | :
' ' -Jfa|handa|cthena[(h+c)

; When a divides b we say thataisa factor of b and 1 “Example: 3]6and 3|9, s03 [ 15
i thatb s . mumple ofa ; mgpn e Dl e mtip e ifa | b, thena | be for all mtegers - -
' ool ; ' ExampIE'S 10,50 520, 5|3Cl 5140, ..
The notation a | b means that adivides b.- - B & :

2w e T o s, 8 , ; .--|fa|bandbic,thena|c
We write a X bwhen a does notdivideb.~ .~ -~ [ . |° Example:4)8and'8{24,s04]24.
(see book for correct symbol). : : L £ Lt E

3, Hovember 11,2013 : " Diserete Struesures

,am:n.:m.'i @ “:ku;r?::ﬂmu Weck: St Humber Thoory.
anes ; CE 1. Primes

.- A positive mteger p greater than 1is called prime-if | ._Ex_ampll_as:'

i the only pos:bvefactors ofpare 1 andp B ' ' . 15= .'35

A posmve mteger that is greater than 1 and is. not 48=  221223=243
pnme is called composite. = AR 1= A7

' The fundamen(al theorem of anlhmettc 100= 2255 =2%52

-:"-"E\.fe")’ positive integer.can be wrilten uniquely as the - | X blix 2492229 I=D
.| product of primes, where the prime factors are 515= 54103
" -written in order of increasing size. - . . sl
it iukonts Lol s i : | 8= 227=227
== uw,.;,':m._l,' . ; 3 “mt:m _ . e S _. 4 .umuwn,mu mﬁ.‘mzz.;“w s
5 o . . P A o e e AN . s, %
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anes o 5
Ifnisa composﬂe lnteger then nhas a prirn'e ,'
_divisor less than or equal ay ;

"I Thisi ls easy losee:ifnisa oomposile Inieger. Il _
. must have two divisors p, and p, such that p,- p; = n

: andpt22andp222

p; and pz cannot both be greater than _
. because lhen Pi-P2 would be greater lha_n f.

I If the smaller number of p, and p, is not & prime

are smaller than itself but 2 2.

itself  then it can be broken up info primelfactors that

 The Division Algorithm

. et abe an mteger and d ‘a positive inleger

‘THen there are unique integers q and'r, with-

"IOSMd suchthata=dq+r

In the above equation,
+ d s called the divisor,

..* ais called the dividend,

* q s called the quptient, and
* ris called the remainder.

Nevembir 11,3015

|
When we divide 17 by 5, we have
17=53+2,

"« 17 is the dividend,

« 5 is the divisor,

« 3 is cailed the quotient, and
« 2 is called the remainder.

Diserete Sinictares

© Nowember 112015 .
Week 8 Mumber Theary  °

" Navember 11,2015

Novamber 11,2013 Diserete Sirverures v ) Biiariis dibursins: - 1
Weel 5 Number Theary . | ek 5: Numiber Theary -
The Division Algorithm | The Dlwsion Algonthm
_Example: . . Anolher examp!e

What happens when we drwde -11 by 3 ?

. Note.thal the remamder..canno_t be negaﬂvg.-.
: _'__._1_1'= 3.(-4) +.1.. . : ‘

"+ 11 is the dividend, :

= 3 is the divisor,

“+ -4 s called the quotient, and "
- » 1 is called the remainder, = -

£ Discraie Structiréy ? - 0
Wk SiNumberThegry . 0 o -

i

Greatest Common Dwtsorsi

Let 2 and b be integers, not both zero. |
The largest integer d such thatd |aand d | Bis -

. called the greatest common divisor of a and b.

The greatest common divisor of a and b is de_noted
by ged(2, b). i

Example 1: What is gcd(48, 72) 7
The positive common divisors of 48 and 72 are

1,2,3,4,86,8,12, 16, and 24, 50 gcd(48, 72)=24

| - Example 2: What is gcd(19, 72) ?

" .The only positive common divisor of 19 and 72 is .
1,s0gcd(19,72) = 1.

Discreie Swuslures

Laos
Winlmberit] 2 Week §: Hunber Theary

Greatest Common Dmsors

Using pnme factorizatqons

Prny B =py®t pa... poia,

a=peh pp.. :
where py < p; < <p,,anda,.b.eNfor1515n
gcd(a, b) = p,Miniay ) p miniaz. &) - P W
Example: .
- a=60= 22315
b=54=213250
ged(a, b) = 213150 = 6 4
Nc-unh;'li,iﬂll s N oy o

Wask 3: Number Theory
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Are 15 and 28 relatuvely prlme? e
"s-.\gcd(‘ls 28)-1 T woe

Are 5 and 28 re1atwefy pnrne? e
fes, Dcd(55, 28) = 1. 2
_ije 5 and 28 relatwe!y pnme?

Diseress Sirociores

- | . Definition: :
: - The.integers aq; ay, .. :
_ prime.if gcd(a,, M -1 whenever1 < i<j<n.-

- Are 15,17, and 27 pairwise relatively prime?

. Are 15, 17, and ?B pairwise relatively prime?

| ged(17, 28) = 1,

 Relatively Prime Integers
, @ are baifﬁisé rélativel'y
Examples. _

No, because gch(15 27)=3.

Yes, because gcd(15, 17) = 1 gcd(15, 28) =1and"

Distreie Structures ) u

Movember 11,2015
Week 5: Number Theory

. Wik 5: Number Theory

Least C‘ommon Muitlples

--_Deﬁmtlon : _\ R -
Theieast common mult:pie of the posrtwe u*tegers '
_' aandb is the sma!lest posrtwe :nteger thatis .

. d:v:sibleby bothaandb s oS

We denote the Ieast common mumple of a and b by
o el :
Examplesn i iy

lem@ 7y =210

. lem(4; 6) = 12
|- iem(5, 10) = 10

Waveber 11,2015 Discestz Structures ' TR e .15

" Woek 5:Number Theary

i ¢ Using prime factonzatlons

a=pq®t Pzaz

:'.lc_m(a. b) = p.llmz;x( g
i Example: _

| aze0=203151
| bes4= 21359

Least Common Multiples

‘Pi%n, b= P PPz Pota, :
where p, <p, < 1.4pnanda,.b eNfort<isn’

,b ) sza‘f‘ai_ b)) ... _pnl_-nax(a b))

lom(a, b) = 22375' -'_%4-.-2?-5 = 540

Diserele Sirusiures 18
© Week 5: Number Theary

. Nowember 11, 20I5

:
!

" GCD and LCM
i DI
S bes=@EE
.- gcd(a b)--=.='l

""" Y= 540

- e’
--------

Theorem' ab= gcd(a b) Icm(a b)

Noveaber 11,2013 * Week 5 Number Theory’

DE::rmSIrutwl.ﬂ . : E . _'? ? n i .,

c1dular Arithmetic
Let a be an mteg and m be a positive integer.
o We deriote by a mod m the remainder when a is
i__.‘- d.ivided by m: -
Examples'
9 mod 4 = 1
7 9 mod 3. 0
T 9 mod 10 = 9
. .- -13m0d4- a .
'I Nnmb:‘ " Mlj Discrete Slruuum.. W 18
Pl R .+ Week $; Number Theory - E

e ! ke
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Sequences

Week6 ' . |

SR "A sequenca is def ned asa functuon frorn a subse! of
N to a set S.,We use the notation a, to denote the

: S equ e n Ces ' I 5 image of the integer n. We all'ay.a term of the' -

_ 0 sequence.
& A : R ) 'Example.- sy
e P oo b L ubsetely - 4% w8
Summations. .| <] R 1
| o fea fh il w gy 2 48740
ST RS SN LY (e e e

Sequences | - [ . |- The EQuati'on-'Garrie - :
We use the potation {a.} to déscribe a sequence | e What are the equahons that descnbe the - ids e
; -.-followm se uancosa a ,a, P T s
Importam Do not confuse this with the{} used in set g oo e ks _3 ef T Bl ks
It is convenient to describe a sequence iyith an- AR (I ,_-1; Rk o e (-1_)n.. @
equaon. ik : g O
7, l 72, 5,40/17, 26, ... - "a'--n2+1
- For example the’ sequence on the prewé‘:us shde P e Lo M T
can be specified as {a,,} where a, = 2n. ; - 025,05,0.75,1,1.25... 2,=0. 25n.
1. 879,21, 85248,.. Ve
Nv-unhq‘ll.znll . Discretc Struciures - :E_ 3 ; Hovember !2.'20!3. ' : D;suu-:Snue-.n-an: i - '. 3 e \- a5 -
: * Wesk G: Sequences & Summation 1 . Week 6: Sequences & Summation - ; - e
I
i - 2t
Strings | Summations
Finite sequences are also called strlngs denoted - | Whatdoes Zcr_-, stand for? -
by a;a;23...2,. > l : ' s :

: It'représents the sum.é .+a' + a5t . +a,
The fength of a string S is the number otherms that sl _ el S "

it consists of. : '
. my !_ The varlablej is called the mdex of summatlon -

S e K . : : running from its lower limit m to its upper limitn. .
The empty string contains no terms at all. It has, |- We could as well have used any other letter to -
length zero. _ i S ok denote this.index. .

|

: | _ ,

i OO .y IR 5 SR b 5y
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s 12,30 ,
bk | Wewrﬂe lt as* ZJ

How can'we. express the suniof the first 100
<. terms of the. sequence {a"} wlth an nz for---f‘

—

3 It is said that C,arl Friedrich Gauss came up with the
- 12 fol!owmg formUIa \ )

i R

' Summations‘

."“.I'_-I : 5: G ol
b =-:W ahs the vaiue of J ? SR o
8 B h . JZ_‘ R |..-When you have such a‘formula, the result of any
“ IS 1 * 2 9 3 - 4 +54+6= 21 | summation can be calculated much more easily, for
8 e T S ' 3 I_'example "'-]
What is !he valug of - ZIJ? fzﬁ;: in 100(100,»1) 1010'0_ 4050
It is $0 muich work to ca!culate thls Y ";:' g 2 I 2
ek m.a"" " B Bt ) *r i '
|
_____ |
{
NER L Ty , Double Summations
Summations: i "Correspondmg t nested loops in C or Java,

' Find the summation from 50 to.100

fay W e ;
< ,:_‘C“.‘:-_E. 2y
2 P & &=,
e - Emb  Fed

L&t'z“dlcfomm..?" {'- = nin 4 lJ(.; - [),’6 :

we sce fhat
.‘f p2 o 100101 -201  49-50-99. -
. AU e

| 338350 - 40.425.= 297,925, -

Nevemiber 12,2315 R Disersie Siructures

Week &: Sequences & Summation

Double Summations

Table 2in 3
" 4% Edition: Section 1,7 -
5\ Edition: Section 3.2
‘6! and 7t Edition: Section 2.4

contains some very useful formulas for calculating
surns. '

 Inthe same Seciion, Exercises 15 and 17
- (7' Edition: Exercnses 31and 33) rnake anice.
i homework : !

November 12,2015 Diserete Suvetures . . e R
5 Weck 6: Sequences & Summation | - *

e, B * ¥ e A Pt M s e

there is aiso doub!e (or trlple etc.) summatton:

_3+6+9+19+.15=;45

November 12,2015 - Dissrels Struciures ; s BT
Week §: Sequences & Summation - T

- ok =

.S'E,m- S‘*_ﬁ*‘*.\ﬂ—-”tl’d?\ Fovnula):

) e

N E Fel S L &

Nt Crwg 1)

< RO h’*(h-&-t)s‘

. W -
D W= o
k=t

M
Tw
/
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Matrlces s
A matrix is a rectangu!ar array of numbers i
A matrix with m rows and n'columns i is called an -
mxn matrix. i
e o e g
Matrices Example: A=|25 v-—l-0.3- © isa3x2 rna!rix.'- -
' -8 -0 _
A matrix with the sama number of rows and coiumns j
: is called square. : ' :
" Two matrices are equal lfthey have the same’
number of rows and columns and the correspondmg- i
‘| entries in every posmon are equal. '
Naovember 13, 2015 T T ——— 1 : rm-Ln- 12,2013 T —— S T
L ek 8 Maireas Week 3: Mutrices
i
.. [
Matrices ~Matrix Addmon
A general description of an m);n matrix A = [a,,] " Let A [a,] and B = [b,] be mxn mamces _
% % -~ Yt .| The sum of A and B, d'enoted by A+B; is the mxn LR
Ay Gy e Gy | o @ * matrix that has 4, + b; as its (i, j)th element. ' -
, . i} e . i R 17 ]_th co’un"n K ' ll'l other WOl‘dS A"“B [a‘ + bq]
: ¢ ) T - . .Example:_l.. - i
| g L [ [=2 [.5. 91 [3 10
' AR : 2 | 20 ‘
L% G md LT | 4 3+ 3 6|=|1 14
? [a,p ag.-g: wwey - ai_u]. ' . Z —3 0 [—4 ) 1 "'"?. 1 ;
i-th row of A - : - il
- November 12,2013 . Discrete Sinuciurs i 3 November 12,3015 Dissrete Structures 4
: i Sort: % Maticts b Woek §: Matrices
!

b
Matnx Multrphcat!on |
i

" Let A be an mxk matrix and B be a kxn matrlx

The product of A and B, denoted by AB, is the mxn

. matrix with (i, j)th entry equal to the sum of the .

" products of the corresponding elements from the i-th

* row of A and the j-th column of B.

g In other words quB (1 then

Cg'r' =aﬂbu+anbu+...+ad Z};aﬁbﬂ
5 g

=% 2015 -  Diserein Sinctorss
Hermmbes B2 Week §: Maices

‘Matrix Multiplication

A more intuitive desbriptioﬁ of ca-lcullating'C = AB:

oy U
-2 -1 4 I B = o: -1
4=\ . \
o, 0 0 s 130 4
-1 1 0 .

- Take the first column of B

- Turn it counterclockwise by 90° and supenmpose E
it on the first row of A

- Multiply corresponding entries in A and B and
add the products: 3.2 +00+1.3=9

- Enter the result in the upper-left comer of Cc -

Noveniber 12,2013 Dusirts Sirwcturs : R R

Werk 3 Mairicaa
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e Matnx Multtphcatron L5 Matrix- Multlphcatlon
) FEE B : e 'u”s-c'ol'cu aie the complete matrGC v B
--;-Nowsupenmpose the frstcolumn ofBonthe dei 4 T " A
. second; third, . , m-th row-of A to obtain. the = ra ; 1
entnes |n the f rst column of C (same order) Sl [
i f B=10 =1
- Then repeat thls procedure wath the second : %k
: |- third, .., n~th column of B; to obtain to obtain - L
0 - 'the-remarmng columns in. C (same order). 3
After oompletlng lhrs algonthm the new matrlx ,
b C conlarns the product AB L
mm;:wis' ¥ e R 1. | 'ule_r--l-e,-u.n'u_.".' '
R ' . Week 5: Muirices i ] i .
L
: ~ ldentity Matrices N L Powers and Transposes of Matrlces
;I‘h_e :‘Sdentli:y matr__ixj 9; _o_rder :; ;s -t_hg .?’.‘" rrr’atnx % _ The power functlon can be deﬁned for square
o = [8;], where .&J-- Sa i b ; - matrices, IfAls an nxn matrix, we have:
|0 1 e 01 ) g 2 . CAP=] ." :
: ' : Py A’-AAA A (rtrmes the IeﬁerA)
A=

" The transpose of an mxn matrix A = [a,,] denoted by
Al is the nxrn matrix obtained by interchanging the .
rows and columns ofA ' :

i o 0 .
Multiplying an mxn rnatrrxA by an identity matrix of .
‘appropriate size does not change this matrix:

Al =1:A .A
s Novermber 12,2015 | Discrvts Strwurs 1

Hovember 12, 2013 . Diserete Strsciures % A
Weoek 5: Matrices N A Woek §: Matrices

In otherwords rfA‘ [b; ,thenb =g for
'_.i—1 %, nandj=1 %

Powers and Transposes of Matrices _ Zero-One Matrices
. N # 5 4 . : o A matrix with{entrie‘s that are either Q or 1is called a
_ o - : zero-one matrix. Zero-one matrices are often usad
Example: A=|0 -1| 4 -—L ol 4]' like a “table” !o represent discrete structures.

PR &
v 9 _ . We can defing Boolean operations on the entries in
A square matrix A is called symmetric if A = AL, , zero-one matrices:
Thus A = [a;] is symmetric if a; = a; for all
i=1.2,....nandj=1,2,....n. 2 i TS
{51 3 1 31 ) o o o S o
A=[1 2 —9_ B=|1 3 1 0-|]1 0 0 1 1
. 3 =9, 4.} 1 31 1 0] 0 1 0. 1
-|... Ais symmetric, Bis not. - . 1 1 1 1 y 1
" Nowemier 12,2018 Tisre Bosmrm . ", ¢ Nowmber 12,2013 Qi Seuetum 2
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: Zero-One Matrices .

| . Let A= [aj) and B = [b;] be mxn zero-one marices.

Y ‘Then the join of A and B is the zero-ong matrix with

(i,j)th entry a; v b;. The join of A and B is denoted by
: Av B. At

" | - The meet ofA and B'is ihe ‘zero-one matrix with (i,
th entry a; A bu The meet of Aand B |sjdenoted by

|- AAB.

Dinerate Structuren

. Movember 12,2015
Week §: Murrices

Example: - 4 =0 1]

Cdoin T AvB=|0v1 1vl|=

i zg‘rqane Matrices '

b1 e [0

1. oJ. :
1v0 -1vl]

1v0 0vOj:

o ae - [ta0: 1a1]
Meet:  AAB=|0Al 1Al
' - [1A0. 0A0

"+ Discters Sirvetoras
Weck §: Mutrices.

Novtanber 12,2018

P e Rl

| . AoB, is the mxn matrix with (i, j)th entry

Zero-One Matrices

- LetA = [g;) be an mxk zero-one matrix and
B = [b;] be a kxn zero-one matrix.

; Then the Bcolean product of A and B -

6= (aﬂab,,)v(aaz\bm)v...v(a,kab s

 Note that the actual Boolean product sy
dotin its center. .

Basically, Boolean multiplication works .
multiplication of matrices, but with computing A
instead of the product and v instead of the sum. -

Dissreic Stroctares . 13
Weck §: Muirices S ¢

Hovemsber 12,2013

'A E [(IAO)V(OAU) AAD(OAD

Zero-One Matrices

. Example:

o ' 01
’47[1.. 1] .B [o 1}
(IA0)v(IA0) (IAI)V(IA}.)

| Disercie Structizes .
WVieek 5 Muoirices

‘Nevembes 12,2015 -

A

_Zero—Oné Mafrices |

" Let A be a square zero-one matrix and r be a positive |- -

integer.

The r-th Boolean power of A is the Boolean product
- of r factors of A. The r-th Boolean power; ‘of Ais

denoted by A, i

Al =1 ; |

All= AoAo...oA (r times the Ietter A) i

' i
* Dl Siomas ; ,' : 3

Movemiber 12,2015
. Weck 5 Muiricy

&

sl gk
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\l W\

.. DIRECT PROOF
- DISPROOF BYCOUNTER EXAMPLE

'_lNTRODUCIJ_ON'

 25.Mthods of Proof SR S ST WU

Lecture No.2s' = Methods of proof

; METHODSOFPROOF | 5 e RS

To understand written mathematics, ode must understand what makes v

upa corrcct mathematical argument, that is, a proof. This l'Bql.IIl'eS an under standing of

~the techniques used to build proofs The methods we will study for.building proofs are

-~ also used throughout computer science, such as the rules c¢ mputers used to reason, the
- tecturiques used to verify that programs are correct, etc. ' '
Many theorems in mathematics are implications, p — q. The techmques of proving
: lmpncatlons give rise to deferent methods of proofs. ;

METHODS OF -pRooq |
BIRECT PROOF. INDIRECT PROOF
!
- PROOFBY || | PROOFBY
CONTRAPOSITION || *| CONTRADICTION
p>G=~q>~p | p=2a=leAr~g) —¢
DIRECT PROOF

The 1mphcat10n p —q can be proved by|showing that. if pis &ue, the
~ gmust also be true. This shows that the combination p true and q false never occurs. A
proof of this kmd is called a direct proof

p| q| p—q
T T T
T F F
F T T
F F 1|
- © Copyright Virtual University of Pakistan : B

Scanned with CamScanner



https://v3.camscanner.com/user/download

25-Mthods of Proof

SOME BASICS: .

: 1. Aninteger n 15’
2. Anintegernis

3. Aninteger n is
n=rs,thenr

An integer n >
and s withr =

4.
S. A real number 1

6. If nand d are in
n= d.k for soni
7. An integer n is

EXERCISE:
Prove that

SOLUTION:

m=2k+{1
n=2/+1
=2k+1)
=2k+ 2l
=2(k+1
=2r
Hence m +nis even.

Now m-+n

even if, and only if, n = 2k for some integer k.
odd if, and only if, n = 2k + 1 for some integer k.
prime if, and only if, n. > 1 and for all positive integers r and s, if -

=]ors=1.

1 is composite if, and only if, n = r's for some posnlve integersr -
and s # 1,
is rational if and only if % fo‘r some integers aand b with b0,

tegers and d =0, then d divides n,  writtend | n lf and only if,
¢ integers k.

called a perfect square if, and only if, n = for some mteger k.

the sum of two odd integers is even,

Letm and n be two odd integers. Then by deﬁmtlon of odd numbers

. forsome k eZ
for some l € Z
i+(21+1)
+ 2 i
+1) P
 wherer=(k+/+1)eZ ~

EXERCISE: . '
~ Prove that if n is any even integer, then' (-1)" =1
SOLUTION: - .
Supposc nlis an even integer. Then n = 2k for some integer k.
Now : 2
CH*=CT.
=[(-1)’)"
=(1)f
=1 (proved)
EXERCISE: o @ _ -
Prove that Fhe product of an even integer and an odd integer is even. -
SOLUTION: _ _ wt
Suppose m is an even integer and n' is an odd integer. Then
m =2k for some integer k
and n=2/+1]  forsome integer/
Now ' W
mn=2k-(2[+1)
=2k (2_1 +1)
. =27 where r = Ic(21 + 1) is an integer
Hence m'n is even. (Proved)
187

© Copyright Virtual University of Pakistan
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25-Mthods of Proof

. EXERCISE
Prove-that the square of an even integer is even.

: SOLUTION: ‘
' - Suppose n is an even integer Then n= 2k

Now
square of n = n’= (2:k)*
= 4k2
=2:2K%)
2 =2p wherep= 21#2 eZ
- Hence, n’ is even. ~ (proved)
EXE RCISE, '
- Prove that if n is an odd mteger, then n® + n is even.
SOLUTION '

Letnbeanodd integer, then n = 2k + 1for some k €Z
“Now n’+n= n(n +1)
T -(2k+1)((2k+1) +1)
S =(k+1)@k*+4k+1+1)
_ -—(2k+1)(4k2+4k+2)
=2k+1)2. 2K +2k+1) o
=22k +1) 2k  + 2k + 1) k eZ
= an even integer ’

EXERCISE: _
Prove that, if the sum of any two integers is even, then so is their difference.

SOLUTION:

Suppose m and n are integers so that m+n is even. Then by definition of
o even numbers
m+n=2k for some mteger k
e L | I RN ROL S )]
‘Now m-n =(2k-n)-n - using(l)
=2k-2n :

=2(k-n)=2r wherer=Xk-nisaninteger
Hencem-n is even. i

EXERCISE:
Prove that the sum of any two rational numbe rs is rational.

SOLUTION:
Suppose r and s are rational numbers,

Then by definition of rational

s =l
r 2 and s—d

! for.some integers a, b, ¢, d with b0 and a;eo

188

© Copyright Virtual University of f’a.ldstan
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.25-Mthods of Proof

Now . a

wherep=ad+bc eZ and q=bd €Z
and q #0
Hence r + s is rational.

Given any two distinct rational numbers r and s with r <s. Prove that there is

a rational number x such thatr <x <s.
- SOLUTION: ) '
: Given twoldistinct ratlonal numbers r and s such that
_ PEXB | 0 Gsssesesaniarasd (1
Adding r to both sides of (1), we get -
r+r<r+is
2r<r+s i
=
- g r+s
2 F<—=—— | irrirnsrrerersanens
2 2@
Next adding s to both sides of (1), we get -
r+s<s+s
= r+s<2s
= r+s . § 4 essisseslviserien Tkt ~(3)

Combining (2) and (3), We may write

Since the sum of two rationals is rational, therefore r+ s is rational. Also the quotient of
a rational by a non-zero ;atxonal is ratmnal therefore #+§ isrational and by (4) it lies

between r & s. i e
Hence, we have found a ratlonal number -
such thatr <x <s. (proved)
EXERCISE: : _ !
Prove that for all integers a, b and c, if a|b and b|c then alc.

PROOF:
Suppose a|b and bjc where a, b, ¢ €Z. Then by definition of divisibility

=a-t and c=b's for some integers r and s.

Now c=bs
= (a1)s (substituting value of b)

= a:(r's) (associative law)
=gk : wherek=rse Z

i alc by definition of divisibility

189

- © Copyright Virtual University of Pakistan
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. EXERCISE: '
hat

. PROOF:

~ and we know that 127 is prime.

' 25-Mthods of Proof
9 gERCISE,
- - Prove that for all mtegers a, b and cif alb and ajc then a|(b+c)
PROOF: . . - _ _ ey
: Suppose a|b and alc where a, b, c €Z | ; )
By definition of divides 1
' b=ar and c=as forsomer,s €Z |
Now f
b+c=ar+as s (substltuting valucs)
= a:(r+s) _ (by distributive law) £
=ak ~ wherek=(r+5) eﬂ
Hence a|(b +’c) by definition of d1v1des
 EXERCISE: ' - | |
Prove that the sum of any three consecunve integers is divisible by 3.
P&QOF - sl
* Let n,n+ land n + 2 be three consecunve integers.
Now

n+(n+ 1)+(n+2)—3n+3
=3(n+1)
=3k where k=(n+l)eZ
Hence, the sum of three consecutive mtegers is dmsxble by 3.

EXERCISE
Prove the statement:

There is an integer n> 5 such that 2" - 1is pnme

Here we are asked to show a single integer for which 2" -1is prime. First of all
we will check the integers from 1 and check whether the answer is prime or not by
putting these values in 2°-1.when we got the answer is prime then we will stop our

process of checking the integers and we note that,

Let n=7, then
2t .1=2" -1=128-1=127

Prove the statement: There are. real numbers aand b sucht

357 L5

PROOF:

Let Ya+b =J§+Ji—3

Squaring, we geta+b =a+b+ ab-

= 0 =2+ab canceling atb

3 ~ 0=ab squaring
ey R eiheh _ 190 _
Bk it o @_Copy}'lght Virtual University of Takistan LT S _

1
| |
|
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25-Mthods of Proof

= eithera=0orb=
It means that if we*want
one of them must be zer;
Hence if we leta=0an

RHS=a+b =
RHS=3
Now LH.S =~a+Vb
By putting the Yalues @
=J0+3
=3

0
to find out the integers which satisfy the g1ven condition then

b
d b= 3 then

)+3

fa and b we get

From above it quite clear that the given condition is satisfied if we take a=0 and b=3.

PROOF BY COUNTER EXAMPLE:

Disprove the statement by giving a counter exam;:;lc
For all real numbersaand b, ifa<bthena® <b"

SOLUTION:
Supposea-5 and b=-2
then clearly - 5 <-2

But a’=(-5)>=25and b?=(-2)*=4 .

But 25>4

This disproves the givenistatement.

EXERCISE: ; _
Prove or give counter example to disprove the statement.

For all integers n, n’ - n + 11 is a prime number.

SOLUTION:
The statement is not true

Forn=11
we have , n’-n+1l= (11) -11+11
=(1)’
=11 (11)
=121

which is obviously not a prime number.

EXERCISE: wr ) ,
Prove or disprove that thT product of any two irrational numbers is an irrational number.

SOLUTION: P
We know that J- is an irrational number. Now (V2)V2)= (V2)} =2= 1
|
which is a rational number. Hence the statement is disproved.
EXERCISE:
Find a counter example to the proposmon
IFor every prime number n, n + 2 is prime.
191

© Copyright Virtual University of Pakistan
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. 25-Mthods of Proof - 3 VU
- . S 0 ' :.,
: Let the prime number n be 7, then
 n+2=7+2=9
which is not prime. e ek AN
|
;
|
|
|
|
: Sk 192
- © Copyright Virtual-University of Pakistan -
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Discvete Stinctnves
| Week -

Graph Algorithms-1

Graph Algorithms/lIU 2008/ Dr.A_Satar /1

m_a%cm
Dezfinition v

A graph G =(V,E) is a sct of vertices V and a set of edges E, where

E  VxV (Subsetof cross-product of vertices, called binary relation)

Example: Let G= (V, E) where
V={ab,e d
E={(a,b), (@ d), (b c)(b a),(dc) (@db) (@ d}

The number of vertices and edges are given ty the cardinalities |¥] and |E| of the
corresponding sets. The sample graph consists of four vertices and seven edges. Thus,
IN=4 and [E]=7

> Graphs are usually represented by pictorial diagrams. The vertices can be shown as
labeled circles or rectangles. The edges are depicted as ares or lines, Except for some
applications, in which distances among vertices are important, the positions.of the—-- .- - -

“ertices are, in general, immaterial. Thus, graphs can be shown pictorially in several
ways. ]

Graph Algorithms/liU 2008/ Dr.A Saitar /4 %«

Graphs
Undirected Graph
A graph G=(V,E) with vertex set V={vl, v2,v3,......vn } is called undirected if
. V) = (v, vi) foritj
An undirected graph is sometimes referred to as undigraph.
In pictorial representation of undirected graph, the edges are not assigned any direction,

Example: Figure shows 2n undirected graph: . :
G=(V.E), V={a bc, et E~{ab). (@d), (0. (b.c), (b5), (c), (c:d), (de), (e}

A\

A sample undirectod graph

Graph Algorithms/iL 2008/ Dr.A Saltar /5

[} - s

—

- complexity Ofn lg n) is called sparse.

Undirected Graphs
Complete Graph
A graph which has links among all of the vertices in a graph is referred to as comp . re,

Example: The figure below shows a complete graph,

Sample undirected complete graph

|
P
)

x

» An undirected complete grapfr , with n vertices, has _:.\a..

. )72 edges.
of complete graph is O(n?) , A complete graph is dense, 25 o T *

_ ‘.
ace complexi,
By contrast, a graph with space o

Graph Algorithms/iy 2008/ Dr.A.Sattar L]
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>The directed graph is often referred to digraph ot network.

L% -

Graphs
Directed Graph

A graph Qunﬁ.\m@ with vertex set V={vl, v2 v3,...... vn ) is called directed if
(Vi Vi) # (vj, vi) fori#j

in amrnn Eoﬁ?.ﬁn nn_ma.w (vi, vj) and (v, vi), associated with any pair of vertices vi, v/, are
considered distimet. In pictorial represcntation these are shown with arrows.

Example: The figure below shows a directed graph

Y mw. ICAIES L T
R0 RYIS SRS PPeviL

_ # . Complete Graph
W W cotptetedireBes n.mw..., m_ww_am.m%m._ww__ om_nf&ﬁ.

Example: The figure shows a directed complete graph

A sample directed mwhhm_.

Graph Algorithms/lIU 2008/ Dy.A.Saltar /7

» A complete directed graph with n vertices has n(n-1) edges

Graph AlgosithmeAliL) 2008/ Dr.A_Sattar /8

_ 99)}

Weighted Graphs
Undirected Graph

A graph in which labels or values wl, w2, w3, ......are associated with edges is called
weighted graph. Weights are typically costs or distances in different applications of graphs,

Exawple: The figure shows an example of weighted undirected graph.

A sumple undirecred weighted g apl

Graph Algoathms/liU 2008/ Dr.A.Saltar /9

Weighted Graphs
Directed Graph
A weighted graph can also be directed. The weights attached to the edges between the
same pair of vertices may ,in general, be different ’

Example: The figure below shows an examples of the directed weighted mﬂb&.zaﬁg
weight of edged from vertex a to vertex b is 73 and that from vertex b to vertex a is 35

= : LS ; -

e
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Graph Paths
- Definition

A path is a sequence of adjacent vertices, Two vertices are called un_..?nn_._" mm they have
link or connecting edge. The path is denoted by ozn-oumm_mf the ﬁ_.mnom.,.:.. a pair of square
brackets . In a path, the vertices may repeated B

Example: The figure below depicts apath P=[a b, g d, i, h] ina sample graph. The
path is shown in bold red lines.

Example: The figures below show simple and non-simple paths ina graph. The path

Graphs Paths . 3
Simple Path . i

A path is called simple if no vedices are repeated; otherwise, the path is referred to as non-
simple.

_.a__ﬂ%_n.n:w.&.\umm&529?«?53"&93N.A..\..n..w..amuuon-mmgv_m. cnow_munw
passes through vertices ¢, f twice .

o e Path P=fa. b, g d ¢iI]

The number of edges connecting the vertices in a path is called path length. The path length
in the above example is 6: ; :
Graph Algorilhms/IlU 2008/ Dr.A. Sattar /11

Graphs Paths
Loops

A loop is special path that originates and terminates at a single node, and does not pass
through other vertices.

Example: The figure depicts two loops in 2 graph, at vertices a and ¢

A sample graph with two loops

>The loops are important in in -
; Sl certain some applicy . j
coctain state i Bisite State Prications. For example, loops represent

Graph Algorithms/lIU 2008/ Dr, A Saltar n3

Graphs Paths
Cyclic and Acyclic Graphs

A path that originates and terminates at the same vertex, and links fwe or more vertices,

is called cycle. Ifa graph centains a cycle it i 7 trast, i
\ : ycle 1t is called cyelic. By con a h whick
cortains no cycles is known as acyclic. pray a1

Example: In diagram (i), the path P=/b, e i i J
acyclic graph. ERTRLSIRE Deom S,
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Graphs Representation
Adjacency Matrix

One of the standard ways of representing a graph uses a matrix to denote links

between pairs of vertices in a graph. The matrix is known as adjacency matrix.

The adjacency mafrix can be defined mathematically. Let G=(V,E) be a graph, with
V={viv2,.....vn),and E={(vi,v2),(viv3)....)
where n=|V]. The adjacency matrix 4 =[a;] as
Lif(vi vj) EE
a;= :
0 otherwise

The definition implies that entry in the i* row and j* column of the matrix is 1

. ifalink exists between the i and j* vertex; otherwise, it is 0.

Graphs Representation -
: Adjacency Matrix

Example ; Fi i j ,
Smﬂn_wm_m“.. _r_aqu_.Muﬂv shows a sample directed graph. mm_.a (if) shows the adjacency

> The size udjacency matrix is with vertex set Vis |V]x|¥] . Thus space complexity is 6] "?)

Graph Algorilhms/Hil) 2008/ Dr.A.Saltar 16

(1] A sample graph

Graph Algorithms/lIU 2008/ Dr.A Sattar 17

Graphs Representation
Adjacency Linked List
A graph can also be represented using linked lists. The list representation consists of
an array of linked lists, each corresponding to one vertex. The list stores all of the vertices
that are linked to a given vertex.
Let G=(V,E) be a graph, and Adj(u) be the linked list corresponding to vertex w, then

for all v,
v € Adj(w), if (uv)E E.

» The vertices belonging to Adj(u) are called neighbors of vertex w, or adjacent vertices.

Graph Mgorithms/1iU 2008/ Dr A Satlar /18

.QS@HWmEmmonﬁmou
- Linked List

(i) Sumple directed graph

(1i) Linked list Representation
Graph Algorithms/iIU 2008/ Dr.A.Sattar 19
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- Counting
Week 13

Discrete Siructures 1
Weck: 13: Counting

December 2, 2015

Basic Counting Principles

The sum rule:

If a task can be done in n, ways and a second task
in n, ways, and if these two tasks cannot be done at -
the same time, then there are n + n, ways to do
either task.

Example: .
The department will award a free computer to either
a CS student or 2 CS professor. .

How many different choices are there, if there are
530 students and 15 professors?

There are 530 + 15 = 545 choices.

" "
Weck 13 Counting

Uiu..ub_u

i

Basic Counting Principles

Counting problems are of the following kind:

How many diffegent 8-letter passwords are there?"

“How many possible ways are there to pick 11
soccer players out of a 20-player team?”

Most importantly, counting is the basis for computing
probabilities of discrete events.

__(“What is the probability of winning the lottery2?) -

December 2, 2015 Discrete Structures z

Week 13: Counting

Basic Counting Principles

Generalized sum rule:

If we have tasks T,, T, ..., T, that can be done in
ny, Ny, ..., Ny Ways, respectively, and no two of these
tasks can be done at the same tirme, then there are
ny+ Ny + ... +n,ways to do one of these tasks.

Discreté Structurcs 4

" December 2, 2015
wbet 1, 28 Week 13: Counting

s i g g
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- Basic Counting Principles
The product rule:

Suppose that a procedure can be broken down into
two successive tasks. If there are n, ways to do the
first task and n, ways to do the second task after the
first task has been done, then there are nyn, ways to
do the precedure.

Generalized product rule:
If we have a procedure consisting of sequential

Basic Counting Principles
Example:

How many different license plates are there that
contain exactly three English letters ?

Solution:

There are 26 possibilities to pick the first letter, _Em:

26 possibilities for the second one, and 26 for the
last one.

tasks Ty, To, 0T ”_J.mﬂ.soms.am:au_nm,_m:,,n,_,wjm_.i...._..._..:3
ways, respectively, then there aren, - n, - ... - n
ways to carry out the procedure.

Decoinber 2, 2015 Dhscrete Structures 5
Week 13! Counling

m

‘Basic Counting Principles

The sum and product rules.can also be phrased in
terms of set theory.

Sum rule: LetA,, A,, ..., A, be disjoint sets. Then
the number of ways to choose any element from one
of these setsis |A, UA, U ... VA, | =

Ad + A + ... + [Ag].

Product rule: Let A, A,, ..., A, be finite sets. Then
the number of ways to choose one element from
each set in the order Ay, A, ..., Apis

A % A x o x A | = AL AS] - A,

Decesmber 2, 2015 Disortio Siucifent: , -+ &
2 Week 1); Counting-

So there.are mm.m@n@u.ﬁﬂﬁhﬁmﬁnﬁﬁmzmm{i!
plates.

December 2, 2015 Diserete Sirachsres 6
Weck 13: Counting,

Inclusion-Exclusion

How many bit strings of length 8 either start with a 1 or
end with 00?

Task 1: Construct a string of length 8 that starts with a
-

There is one way to pick the first bit (1),
two ways to pick the second bit (0 or 1),
two ways to pick the third bit (0 or 1),

two ways to pick the eighth bit (0 or 1).
Product rule: Task 1 can be done in 1-27 = 128 ways.

Derember 2, 2015 Discrese Structures 3
Weck 13: Counting .
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Inclusion-Exclusion

Task 2: Construct a string of length 8 that ends with
00.

There are two ways to pick the first bit (0 or 1),
two ways to pick the second bit (0 or 1),

two ways to pick the sixth bit (0 or 1),
one way to pick the seventh bit (0), and
one way to pick the eighth bit (0).

~Product rule:-Task-2 can-be-done-in-26-=-64 ways:

Decamber 2, 2015 Discrets Siructures 9
t Week 13: Counting

Inclusion-Exclusion

Since there are 128 ways to do Task 1 and 64 ways to
do Task 2, does this mean that there are 192 bit
strings either starting with 1 or ending with 00 ?

No, because here Task 1 and Task 2 can be done at
the same time.

When we carry out Task 1 and create strings starting
with 1, some of these strings end with 00.

v f - Therefore -we-sometimes-do-Tasks-1-and 2atthe——

same time, so the sum rule does not appiy.

December 2, 2015 Discrete Structores 10
Week 13: Counting

i
|
i
i

e T p——p—

Inclusion-Exclusion

If we want to use the sum rule in such a case, we
have to subtract the cases when Tasks 1 and 2 are
done at the same time.

How many cases are there, that is, how many strings
start with 1 and end with 00?

There is one way to pick the first bit (1),
two ways for the second, .-, Sixth bit (0 or 1),
one way for the seventh, eighth bit (0).

—u_,onco:.:_m"_ammnmm Smmm.,_.mwxm_‘_m:ammﬁm
carried out at the same time. ¢

December 2,2015 Discreie Structures i
Week 13: Counting

_Since there are 128 ways to complete Task 1 and 64

Inclusion-Exclusion

ways to complete Task 2, and in 22 of these cases

Tasks 1 and 2 are completed at the same time, there
are

128 + 64 - 32 = 160 ways to do either task.

In set theory, this corresponds to sets A, and A, that
are not disjoint. Then we have:

[Ar © Ayl = [Ay] +|A,] - |A, A Al
This is called the principle of _.q.o___._mmo:.mxo_cwmo:.

December 2, 2215 Discreta Structures 12
Week 13: Counting
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Tree Diagrams

How many bit strings of length four do not have two
consecutive 1s?

Task 1 Task 2 Task 3 Task 4
(13t bit) (2M bit) (3™ bit) (4™ bit)
_ 0 v IR
,f.lnrrrl...o 1

\\

L. i s i 1
R o lc S
e/._ 0 ...-l|.|I.|l.l|-||e 1
1 3

There are 8 strings.
Doczinker 2, 2015

Diszrele Structures 4]

Weck 13: Counting

The Pigeonhole Principle

The generalized pigeonhole principle: If N objects
are placed into k boxes, then there is at least one box
containing at least [N/k] of the objects. -

Example 1: In a 60-student class, at least 12 students
will get the same letter grade (A, B, C, D, or F). -

Example 2: In a 61-student class, at least 13 students
will get the same letter grade.

December 2, 2015 Discrete Struciures 1§

Week: 1): Counting

The Pigeonhole Principle

The Emooaro_o principle: If (k + 1) or mare objects
are u_mmuma Into k boxes, then there is at least one box:
containing two or more of the objects.

Example 1: If there are 11 players in a spccer team

that wins 12-0, there must be at least one player in the
team who scored at least twice.

_Example 2: If you have 6 classes from Monday to

Friday, thére must be at ieast one day on which you
have at least two classes.

Dhscrete Structures 4
Week 13: Connting

Decenber 2, 2015

The Pigeonhole Principle

Example 3: Assume you have a drawer containing a
random distribution of a dozen brown socks and a
dozen black socks. It is dark, so how many socks do

you have to pick to be sure that among them there is .
a matching pair?

There are two types of socks, so if you pick at least 3
socks, there must be either at least two brown socks
or at least two black socks.

Generalized pigeonhole principlé:[3/21=2.

Deceniber 2, 2013 Discrele Siructures £

Week 13: Counting
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